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Are ThereOrthographidmpairments
In PhonologicaDyslexia?
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Two hypothesehave beenadwancedconcerningthe basisof acquiredphonologicaldyslexia. Ac-

cordingto the dual-routemodel, the patternderivesfrom impairedgrapheme-phonemorversion.
Accordingto the phonologicalimpairmenthypothesisjt derived from impairedrepresentatiomand
useof phonology Effectsof graphemiccompleity and visual similarity obsened in studiesby
HowardandBest(1996),orthographieffectson phonemesounting(Berndt,HaendigesiMitchum, &

Wayland,1996)anddatafrom patientLB (Derouesn& Beauwis, 1985)have beentakenasevidence
for anorthographidmpairmentin phonologicaldyslexia andthereforeagainsthe impairedphonol-
ogy hypothesigColtheart,1996). We presenta computationakimulation,resultsof two behaioral
studiesanda critical analysisof the MJ andLB datawhich suggesthatthe “orthographic”deficits
in suchpatientsarisefrom phonologicalimpairmentsthat interactwith orthographicpropertiesof

stimuli.

Introduction

AcquiredPhonologicaDyslexia, a patternof impaired
reading that is obsened following some types of neu-
ropathology (Beauwis & Derouesné1979; Derouesné
Beauwis, 1979),hasplayedanimportantrolein theoriesof
visual word recognition. The patternis characterizedby a
primaryimpairmentin readingnonwordssuchasnusT and
standsasa counterparto surfacedyslexia (PattersonMar-
shall,& Coltheart,1985)in which the patientshavs a pri-
mary impairmentin readingwordswith irregular spelling
to soundcorrespondencegsxceptionwordssuchasHAVE).

Thesecomplementaryeadingimpairmentshave been
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takenasevidencefor the “dual-route”theorydevelopedby
Coltheartand colleaguege.g., Coltheart,Davelaar Jonas-
son, & Besney 1977; Coltheart,Curtis, Atkins, & Haller,
1993),in which therearetwo independenpathwaysfrom
print to sound:oneinvolving word-specifiknowledge,and
theotherinvolving theapplicationof graphemeo phoneme
conversion(GPC)rules(seeFigurel). Exceptionwordsare
assumedo be readvia the word-specificsystem;surface
dysleiaistheninterpretecasanimpairmentin thisprocess.
Nonwords arereadby meansof GPCrules; phonological
dysleiais attributedto animpairmentin this processThus
themodelprovidesan elegantaccountof the mainfeatures
of thetwo complementarympairments.

Our focusiin this article is on an alternatve account
of phonologicaldyslexia inspiredby the “triangle” connec-
tionist modelof reading(Seidenbey & McClelland,1989;
Plaut,McClelland, Seidenbeg, & Patterson,1996; Harm,
1998)andrelatedwork (seeFigure2). An accountof sur
facedyslexia within this framework waspresentedn Plaut
et al. (1996) and Seidenbeay (1995). Several considera-
tionssuggesthatphonologicalyslexia is causedy anim-
pairmentin the representationf phonologicalinformation
ratherthan grapheme-phonemeorversion. We shall call
this the phonological impairment hypothesis (Patterson&
Marcel, 1992; Farah,Stove, & Levinson,1996; Patterson,
Suzuki,& Wydell, 1996; Sasanumalto, Patterson& Ito,
1996; Manis, Seidenbeg, Doi, McBride-Chang,& Peter
son,1996; Seidenbeg, 1995; Harm & Seidenbeg, 1999).
Accordingto this hypothesisthe advantageof word read-
ing over nonword readingderivesfrom nonwordshaving a
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lessstablephonologicalrepresentatiothan words; there-
fore phonologicalimpairmentyields more errorson non-
word readingthan word reading. Thereare several com-
plementaryreasonswvhy nonwords would producea less
stablephonologicakepresentationthe phonologicaforms
of nonwords are (by definition) lessfamiliar to the read-
ing systemthey areunableto receve complementarycti-

vationfrom the semanticsystembecausdhey do not acti-

vate semanticsas strongly aswordsdo, andfinally, words
(unlike nonwords) canin principle activate semanticdi-

rectly in the triangle model without phonologicalmedia-
tion (via the orth—semconnectionsin Figure 2), which

canin turn provide additionalsupportto phonologyvia the
sem—phonologyconnections.All of thesereasongoten-
tially give wordsstrongeractivation of phonologicalcodes
thannonwords.

Onesourcefor this hypothesisvasthe obsenation by
Besner Twilley, McCann,and Seegobin (1990) that Sei-
denbeg and McClelland’s (1989) connectionistmodel of
word recognitionbehaved like a phonologicaldyslexic: it
computedthe correctpronunciationgor wordsbut did rel-
atively poorly on nonwords. Seidenbeg and McClelland
(1990) and Plaut et al. (1996) provided analysesshaving
that the sourceof thosenonword errorswaslimitations of
the phonologicakepresentationsedin the Seidenbeg and
McClelland (1989) model. Plautet al. (1996) presented
simulationswith animproved phonologicalrepresentation
thatyieldedbetternonword performance Thusthe models
demonstraténow impairedgeneralizatiorcanarisefrom a
phonologicalimpairmentratherthanimpaireduseof GPC
rules.

A secondbsenationconsistentvith this hypothesiss
that an overwhelmingmajority of patientswith acquired
phonologicaldyslexia have also exhibited impaireduseof
phonologicalinformation on tasksunrelatedto nonword
reading. In the 1996 issue of Cognitve Neuropsychol-
ogy devoted to phonologicaldyslexia, a total of 18 pa-
tientswerereported. As notedby Coltheart(1996), all of
themwere phonologicallyimpaired. Of the other phono-
logical dyslexics reportedin the literature whose phono-
logical abilities were tested, all but one were impaired.
The dual route model musttreatthis broadermphonological
impairmentas one that happengo co-occurwith the pri-
marydeficitin grapheme-phonen@nversion.In contrast,
this co-occurrencdollows directly from the phonological
impairmenthypothesis:the patientshave a phonological
impairmentthat affects both nonword readingand perfor
manceon othertasksinvolving this information.

Additional evidence supportingthe phonologicalim-
pairmenthypothesids provided by studiesof developmen-
tal dyslexia. Developmentaphonologicabyslexiais avari-
antof the classicacquiredcase,n which childrenlearning
to readshav animpairmentin nonword reading(e.g.,Cas-
tles & Coltheart,1993; Manis et al., 1996). Many studies
have foundthatchildrenexhibiting impairednonwordread-
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Figure 1. The DRC modelof word recognition(Coltheartetal.,
1993).

ing also exhibit significantly worse performanceon other
phonologicatasks(Manisetal., 1996;Stanwich, Siegel, &
Gottardo,1997). This analysisof developmentaphonolog-
ical dyslexia is consistentvith the extensie literaturecon-
cerningthe linkagebetweerphonologicalability andread-
ing development(seeAdams,1990,for a review). Phono-
logical analysisis essentiafor theformationof componen-
tial representationthat can supportgeneralization®f the
spellingto soundregularities: it is only by being ableto
hearthe soundoverlapof RAT/RATE andBIT/BITE thatone
canabstracthe generalizatiorof the effect of thefinal E on
thevowell.

Recentcomputationaimodelsof normalandimpaired
readingprovide additionalevidenceconcerningthe causal
relation betweenpoor phonological representationsand
readingimpairments. Harm and Seidenbeay (1999) simu-
lateddevelopmentaphonologicablyslexia by impairingthe

1A very similar obseration holdsfor the developmentof in-
flectionalmorphology In avery similar vein, the vastmajority of
children who exhibit developmentalproblemslearningmorpho-
logical regularities also exhibit phonologicalprocessingmpair
ments(Bishop, 1992). Joanisseand Seidenbeag (1999) present
simulationsrelevant to impairmentsin inflectional morphology;
they find thatimpairing the phonologicalcomponenif a model
yields impaired ability to generalizethe pasttenseinflection to
novel forms.
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Figure2. TheSeidenbegandMcClelland(1989)modelof word
recognition.Implementecpathwaysareshavn in bold.

developmentof phonologicalrepresentationin different
degrees. Mild phonologicaldamageproduceda selectve
impairmentin nonword reading,with normal word read-
ing. More severe phonologicaldamageproduceda mixed
case,in which nonword and exceptionword readingwere
both below normallevels, with nonword readingshaving
themoresevereimpairment.

Evidence Against the
Phonological Impairment
Hypothesis

Coltheart(1996)arguedthattwo typesof evidencecon-
tradictthe phonologicaimpairmenthypothesis Oneis the
deficitsin orthographigorocessingpbseredin somecases
(Derouesné& Beauwis, 1985; Howard & Best, 1996).
Theseinclude effects of graphemiccomplexity and ortho-
graphicsimilarity. The otheris datafrom patientLB (Der
ouesné& Beauwis, 1985), who was said to exhibit im-
pairednonword readingwithout an accompagiing phono-
logical deficit. We considerthesein turn.

Coltheart(1996) arguesthat sensitvity to graphemic
compleity is evidenceagainsia purely phonologicakause
of readingimpairmentgp. 757):

One example of sensitvity to such a vari-
able hasalreadybeenmentioned: Two of the
patientsstudied by Derouesnéand Beauwis
(1979) were worse at readingnonwords that
containedwo-lettergraphemeghannonwords
that did not. This differencecould not be a
phonologicaleffect; it must be orthographic,
andthatremaingrueevenif thesetwo patients
had demonstrablephonologicalimpairments.
LB (Derouesnéand Beauwis, 1985) and the
developmentalasedescribedoy Howard and

Best(this issue)alsoshaved this influenceof
graphemicompleity on nonword readingac-
curagy.

Similar logic is usedby Berndt et al. (1996) in an-
alyzing a graphemicseggmentationtask. Subjectswere
asledto sayhow mary phonemesrein a string, suchas
AUK, which hastwo phonemesgpr VAD, which hasthree.
Berndtet al. (1996) argue that this provides a test of or-
thographic/graphemianalysisindependenbf phonologi-
cal processing.They foundthatall of their subjectswere
impairedin both ability to sggmentgraphemesndphono-
logical processing. They interpretedthe dataas evidence
that phonologicaldyslexia involves multiple independent
impairments.

Derouesn@éndBeauwis (1985)alsoarguedthattheor-
thographiceffects (higherratesof errorson graphemically
complec items) seenin patientLB’s performanceshoved
an impairmentin a graphemicprocessingstage. Howard
and Best (1996) testeda phonologicaldyslexic, MJ, and
discoveredan effect of graphemiccompleity in herability
to readnonwords (e.g.complex wordslike CHACK versus
simplewordslike BEM). Thiseffectwasarguedto show the
subjecthad an impairmentin orthographicanalysisabove
andbeyondherreportedohonologicaimpairmentbecause
phonologicalfactorswere matched: both conditions uti-
lized wordswith CVC phonologicaktructure.

Phonologicalyslexic patientsalsoexhibit an effect of
visual similarity on the processingyf pseudohomophones.
In mary studiesof normals and patients, pseudohomo-
phonessuchas BRANE were namedfasterthan nonpseu-
dohomophonesuchasBRONE. Thefurtherfinding is that
in somestudiesthis effect was modulatedby the extentto
which the pseudohomophonis visually similar to the tar
gethomophonousvord, e.g.,GERL is readmoreaccurately
thanpHOCKS. PatientLB (Derouesn& Beauwis, 1985)
exhibited this effect, as did patientMJ (Howard & Best,
1996). Howard andBestarguethatthis effectis consistent
with thedualroutemodelbut notsinglemechanisrmodels
(e.g.,Plautetal., 1996). The accountof the pseudohomo-
phoneadwantagegiven by Pattersoret al. (1996),in which
aphonologicabatternthatmapsontoa stablesemantiaep-
resentatiorreceivessupportfrom semanticsis saidto dis-
allow orthographiceffectsbecausehereis no orthography
in the semantic-to-phonologicailttractor

Finally, the existenceof a phonologicaldyslexic patient
without a phonologicalimpairmentis arguedby Coltheart
(1996) to provide evidenceagainstthe phonologicalim-
pairmenthypothesis. PatientLB, it is claimed, showvs a
clearnonword readingimpairmentwith normalphonologi-
cal processingbilities.

Takentogethertheseobsenationscall into questiorthe
hypothesisthat phonologicaldyslexia derivessolely from
a phonologicalimpairment. Moreover, the evidencefrom
patientLB raisesthe possibility that the phonologicalim-
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pairmentsseenn every othercaseof phonologicaldyslexia
wereco-occurringdeficitsratherthancausal.

The evidencethat an orthographicprocessingmpair-
mentaccountdor the patternsof behaior seenin phono-
logicaldyslexics (e.g.,graphemicompleity effects,visual
similarity modulationof the pseudohomophoneffect) all
arisefrom thesamekind of manipulation;phonologicafac-
tors(compleity, or lexical status)areheld constantandor-
thographidactorsaremanipulatedWhenaneffectis seen,
it is amguedthatit cannotarisefrom purely phonological
impairmentsbecausehe phonologicaffactorsarethe same
in bothconditions.

Thisline of reasonindollows naturallywithin theDRC
model of word recognition,which positsa stagelile pro-
cessingof spelling into sound. In this model, ortho-
graphicword forms are parsedeft to right into a seriesof
graphemes.Thesegraphemesre corvertedto phonemes
by the grapheméo phonemecorversionsystem.Because
graphemesare pre-parsedthe phonologicalsystemdoes
not“know” how complex theorthographigatternwas;the
phonemeddeliveredto phonologyfor Fox are the same
whetherthe input was FOX or PHOCKS. So differences
in performanceon a task (suchas producingthe pronun-
ciation, or countingthe resultantphonemesopr activating
a semanticrepresentatiorirom a wordlike soundpattern)
cannotbe explainedvia phonologicalimpairments,asthe
phonologicalsystemin the DRC modelreceiesthe same
inputfor bothPHOCK S andFoxX.

However, there are other modelsof readingin which
such conclusionsdo not logically follow. In interactve
PDPmodels(e.g.,Seidenbeg & McClelland,1989;Harm
& Seidenbay, 1999), orthographiaepresentationare not
“parsed”into graphemesthe phonologicaloutputis com-
puted directly from orthographicinput. Hence,in these
models becaus®rthographyandphonologyareconnected
(eitherdirectly or via hiddenunits), the phonologicalsys-
tem does“know” whetherthe input was PH or F. Impair-
mentsin phonologicalprocessingwill necessarilyimpact
themoredifficult itemsmoresothansimplerones.

An analogycanperhapsllustratewhatwe mean.Con-
sidera gameof golf in which the goalfor the next shotis
to getthe ball from its currentpositionto the green. The
difficulty of the shotis affectedby the distancefrom the
green(e.g.,30vs. 60yardsaway), but thetargetremainghe
same A skilled golfer might make both shots althoughthe
longershotis moredifficult andrequiresmoreskill. Sup-
posenow thatthe targetis degradedin somefashion: say
the greenis smalleror hasmore divots. The samegolfer
from the samestartingpointsmay malke the easiershotbut
missthe harderone. Thuspropertiesof the targetinteract
with “input” factorssuchasthe ball’s currentpositionand
thegolfer’s skill.

In thisanalogythegreencorrespondso atargetphono-
logical pattern,the currentpositionis the “input patterr,
and distancefrom the greencorrespondgo orthographic

compleity, a factorthat affects how hardit is to achieve
the input-outputmapping. It would be erroneouso argue
thatthe condition of the greencould not have affectedthe
difficulty of the shotbecausehe targetis identicalin the
two casesln factthetargetis notidenticalandthe effect of
degradingit dependson how hardthe shotwasin thefirst
place.

The main point of courseis that orthographyand
phonologyare connectedrather than independenin our
models. Thusorthographiananipulationshave phonologi-
cal consequencesyhenphonologyis degraded the “start-
ing position” (degreeof orthographiccomplexity) matters
more.

In summary this analysissuggeststhat, rather than
arising from impaired orthographicanalysis, the “ortho-
graphic” effectsseenin phonologicaldyslexics arisefrom
a phonologicalimpairmentwhoseeffects dependon prop-
ertiesof the orthographicinput. In the remainderof this
article we presentthreelines of evidencebearingon this
hypothesis.First, we shaw thatthe “orthographic” effects
evidencedby patients’errorsin readingnonwordsarealso
obsenedin normalsubjects’responsdatencies. We used
items from the Howard and Best (1996) studiesin an ex-
perimentwith undegraduatesubjectsand comparedtheir
latenciego patientMJ’s errors. In both casegerformance
is affectedby orthographigropertieof thestimuli; phono-
logical damagemerely magnifiesthis effect. Second,we
describea connectionistmodel that producesthe conjec-
turedeffects. In its normalunimpairedstatethe modelpro-
ducesbehaior like that of normal subjects;introducinga
phonologicalimpairment—ot leaving the orthographicin-
put untouched—creatdhe patterncharacteristiof MJ. Fi-
nally, we examinethe evidenceconcerningpatientLB, the
only patientsaid to have a nonword readingimpairment
with normal phonology We arguethatit is far from clear
from their reportthat LB was phonologicallyunimpaired,
andsuggesthatbiasesn their stimuli canaccountfor his
performance.

1. GraphemicCompleity
Effects

Howard and Best (1996) demonstratedan effect of
graphemiccompleity in subjectMJ’s readingaccuracies.
They utilized three conditions: a simple/3 condition, in
which three letter words map one-to-oneonto a three
phonemeronunciation(e.g.,BEM), asimple/5conditionin
which five lettersmapone-to-oneontoa five phonemepro-
nunciation(e.g.,BL1SK), anda complex conditionin which
afiveletterspellingpatterrmapsontothreephonemesge.g.,
CHACK). Simple/3and complex were the crucial condi-
tions: theconditionswereequatedn termsof phonological
compleity in that the targetswere always CVCs. What
differedwasthe compleity of theorthographiacode.

On our view, nonwords containingmore complex cor-
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respondenceketweenorthographyandphonologywill be
more difficult, both for normal subjectsand the model.
Eachwill beconsideredn turn.

Experiment 1. Graphemic
Complexity Effectsin Normals

This experimenttestedfor aneffect of graphemiccom-
plexity in namingRTs in normalcollegeundegraduatestu-
dents.

Method

Subjects. Twentyfour memberof the Universityof Southern
Californiacommunityreceved coursecredit or were paid $5 for
their participationin the experiment. None had a recordedhis-
tory of readingimpairment. All were native spealers of English.
Onesubjects resultswereexcludedfrom analysisbecauséis er
ror ratewasvery high (25%of trials) andhis RTs werequitelarge
(meanl380ms).

Simuli and Design. The materialswerethe sameitemsused
in theHowardandBest(1996)graphemicompleity study coun-
terbalance@gainsitemsfrom Experiment2. Subjectsverepre-
sentedwith oneword at a time on a Macintoshcomputerscreen.
Time to namethe item wasrecordedusinga Psyscopevoice acti-
vatedrelay An experimenterecordedvhethersubjectnamecthe
item correctlyor not usinga Psyscopduttonbox.

Results

Trials with an RT < 300ms or > 1200ms were coded
asequipmenfailuresandwereexcludedfrom RT analysis.
Trials with a reactiontime greaterthan2.5 standarddevia-
tions greaterthanor lessthanthe meanfor their cell were
withheldfrom analysis.This removed3.2%of thetrials.

Theaccurag andreactiontime resultsarepresentedn

Table 1, alongwith subjectMJ’s latenciesand accuracies.

The effect of complexity on reactiontime was significant
by subjects(F1(2,44) = 85.5, p < 0.001) and by items
(F2(2,128) = 49.7, p < 0.001). The resultspatternin the
sameway aspatientMJ’s errors.

It is possiblethatthereactiontime differencebtained
in Experimentl do not reflect the relative difficulty of
the stimuli, but more narravly reflectthe operationof a
graphemicparser This would be consistentwith the con-
clusionsof HowardandBest(1996). To testthe possibility
thata purely phonologicaimpairmentcouldgiveriseto the
patternsof impairmentsseenin patientMJ, we alsouseda
connectionismodelof wordrecognitionbasedntheorigi-
nal“triangle” formulationfrom SeidenbegandMcClelland
(1989)to testfor effectsof graphemiccomplexity, andthe
impactof phonologicadamageon any sucheffect.

2We thank David Howard for kindly providing us with the
stimuli.

Smulation 1: MJ Graphemic
Complexity

Method

Materials. Themodelwastrainedusinga setof 6,103mono-
syllabicwordsculledfrom theWall Streetlournakcorpus(Marcus,
Santorini,& Marcinkievicz, 1993). The model containedadjec-
tives,closedclasswords,adwerbs,singularandplural nouns,and
presentense pasttenseandthird personsingularverbs.

ThephonologicafepresentatiomasaslotbasedCCCVCCC
structurewith 25 binary phoneticfeaturesper slot to codeeach
phonemeyielding 175phonologicafeatures Theseeaturesvere
derived from Chomsly and Halle (1968), with minor modifica-
tions.

Thesemantiaepresentationfor thewordsin the modelwere
derived from the WordNetonline semanticdatabase Thesefea-
turesencodechigh level semantidnformation (suchas<object>
or <living thing>), aswell asmore low level information (such
as<has-a-canbrator>). Therewereno synoryms, althoughmary
itemshada large numberof sharedfeatures.Morphologicalrela-
tionshipswerecodedwith featuressuchas<plural>;for example,
the only differencebetweenthe semanticrepresentatiorof CAT
andcATs wasthe <plural>feature.All featuresnverebinary: if a
featurewaspresenfor agivenitem, its valuewas1.0,otherwiseit
was0. A total of 1989semantideatureswvereused. The number
of active featuresfor a word rangedfrom 1 to 37, with a mean
of 7.6 andstandarddeviation of 4.4. SeeHarm (1998)for more
details.

The orthographicrepresentationsvere coded using a slot
basedrepresentationjsingbinary localist units for letters,fitting
into a vowel centeredCCCVVCCCCCtemplate. A total of 133
orthographideaturesvereused.

The testitemsfrom the graphemiccompleity manipulation
performedby Howard and Best (1996) were testedagainstthe
model.

Architecture. Figure 3 depictsthe model architecture. The
semanticrepresentationbave a setof 50 “cleanup” units which
constrairtheir actiity; thephonologicarepresentationalsohave
50cleanupunits. Two setsof 500hiddenunitsmediateactiity be-
tweensemanticandphonology onesetfor eachdirection. A set
of 100hiddenunits mapbetweerorthographyandphonology;the
orthographiainitsarealsoconnectedlirectly to the phonological
units. A larger setof 500 hiddenunits mapbetweenorthography
andsemanticsthe orthographicunits arealsoconnectedlirectly
tothesemantiainits. Thesenumbersverechoserbasednearlier
pilot simulationswhich indicatethatthey aresufiicientto accom-
plishthetaskwithout beingoverly computationallypburdensome.

It shouldbe notedthatthe models architectureéncludesa set
of connectionsnappingorthographidnputsdirectly onto phono-
logical units,andanothersetwhich mapsorthographiainits onto
semantiainits. Theseconnectionsvereaddedo thesystemmap-
ping orthographyto phonologybecauseve have found that such
connectiongantendto improve generalizatiorperformanceof a
network. Direct connectionsvereaddedfrom orthographyto se-
manticschiefly for symmetry;it waslessobviousthatthey would
be of ary direct benefitto that part of the system(althoughsee
the GeneralDiscussiorwherewe describesvidenceof sublical
semantiaeadingin themodel).
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Zorzi, Houghton,andButterworth (1998)exploreda spelling
to soundmodelwhich alsocontainsboth directconnectiongrom
orthographyto phonology and a set mediatedby hiddenunits.
They characterizeheir model as a dual processmodel, with di-
rectconnectionencodingregular or rule-governedrelationships,
while the hiddenunit pathway mediatesperformanceon excep-
tion words. Whenthe hiddenunit pathway is deleted the present
model performedquite well readingregular words and was ex-
tremelyimpairedat readingexceptionwords.

Thismodeldoesnot have this property. Thesemantigathis
ableto readmary exceptionwords,evenin theabsencef hidden
units mediatingorthographyto phonology(seeHarm, 1998, for
elaboration). TheZorzi etal. (1998)modelhasno semantiaepre-
sentationsandis hencemuchmoreimpairedat readingexception
wordsin the absencef hiddenunits mediatingorthographyand
phonology Further we utilized distributedphonologicatepresen-
tations,unlike the localist phonologicalunits usedby Zorzi et al.
Direct connectiongremuchbetterableto encoderegularspelling
to soundrelationshipsvhenlocalistunitsareused.TheZorzi etal.
(1998)modelwithout hiddenunitsis worseat readingexceptions
thanoursbecauset lacksa semantigpath, andbetterat reading
regularsbecausaét utilizeslocalist representationsHence,while
we agreewith Zorzi andcolleagueghatdirectconnectiongacili-
tatethemodel’s performancennonword readingwe donotagree
thattheir introductioncorrespondso a qualitatively distinct sec-
ond“process"which cleanlydissociateshetypesof wordswhich
themodelcanread.

Training Procedure. The model operatedusing a continu-
ousform of recurrentbackpropthroughtime (Pearlmutter1989),
modifiedslightly to accumulatehe input to units ratherthanthe
output. Specifically theinputto theith unit x; attimet is defined
as:

N

x(t) = (I-axt-D+aywjot-1 (1)
]

while the outputis o;(t) = f(x(t)). In this way, input to the
units rampsup over time, at a rate proportionalto the time con-
stanta. Time in the network was discretizedover 12 samples,
andrun for 4 units of wholetime, giving an integrationconstant
o = 4/12 = 0.333. Thus at eachtime step, the input to each
unit becomed).333 times closerto whatits environmentis dic-
tating. Note thatin the caseof a = 1.0 this reducesto normal
discretebackpropthroughtime (asin Williams & Peng,1990).
Erroris backpropagatethroughthe network accordingo thenor
mal backproprules,exceptthatthe backpropterm g—Ei is gradually
rampedup accordingto the sameformulaasEquationl (the dy-
namicsof error propagatiorandactiity propagatiomrmustbethe
samef trainingis to bestable).

A learningrate of 0.05wasusedthroughouttraining. Items
werepresentedo the modelaccordingto a probability of presen-
tationwhich wasproportionalto the squareroot of theirfrequeny

3We testedthe model on a setof exceptionsfrom the “sur-
facelist” (Patterson& Hodges,1992)andnonwordsfrom thethe
graphemiccompleity testof Howard and Best(1996). Training
themodelandthendeletingthe connectiongrom the hiddenunits
mediatingorthographyandphonologyyields67%performancen
the nonwords and 51% performanceon the exceptions,not the
strongdissociatiorreportedby Zorzi etal.

in the Wall StreetJournalCorpus(Marcusetal., 1993). The fre-
guenciesverecompressedsingthe squareroot to make simula-
tionsmorecomputationallytractable:if probabilitiesof presenta-
tion weredirectly proportionatlto frequeng, the lowestfrequeng
itemwould be presentedpproximatelyoncefor every 23 million
items. SeePlautet al. (1996)for discussiorof the effectsof vari-
ousfrequeng compressiorschemes.

In Harm and Seidenbeg (1999), the reading model was
trainedin two stages.In thefirst stage the phonologicalattractor
wastrainedonthephonologicaformsof words. Thiswasto simu-
latetheknowledgeof thesoundstructureof languagehatchildren
possessrior to trainingin literagy. This knowledgecouldthenbe
usedby the network when learningto map orthographicforms
ontothis pre-structuregbhonologicalattractor For this modelwe
have expandedthis ideato include semantics:not only doesthe
pre-literatechild known aboutthe soundstructureof thetargetlan-
guage,but alsocanmapmary of thosephonologicalforms onto
meaningandvice versa. The child alsoknows a gooddealabout
thesemanticstructureof theworld aroundthem(for example liv-
ing thingstendto have eyes, vehiclestendto have wheels,etc.)
Muchin theway thatthe phonologicakttractorexploredby Harm
and Seidenbeag (1999) was intendedto simulateimplicit knowl-
edgeabouttheco-occurrencef phonologicafeaturesn thetarget
languagethe semanticattractorusedhereis intendedto simulate
implicit knovledgeaboutthe co-occurrencef semantideatures
in theworld.

To simulatethesekinds of prior knonvledgeandtheir usein
reading,the model wastrainedin two stages. In the first, pre-
literate stage,the modelwas trainedon 6103 items, with no or-
thographicinformationpresent. This is to train both the weights
from phonologyto semanticandback,andthe phonologicaland
semanticattractors. This training stagewas modeledusing two
concurrentasks:aspeaking/listeningask,andahearing/thinking
task.In the speaking/listeningask,on 80%of thetrials themodel
mappedsemanticsto phonology through the hidden units and
phonologicakleanupunits. Ontheremaining20%of thetrialsthe
phonologicalcleanupunits weretrainedto retaina decayingpat-
ternof activity in phonology(seeHarmé& Seidenbay, 1999 ,for a
similar schemeusedin reading). In the second hearing/thinking
task,an analogoudraining regime wasusedin reverse. On 80%
of the trials, the modelhadto map phonologicalrepresentations
throughthe hidden units and semanticcleanupunits onto a se-
manticrepresentationOn 20% of thetrials, the semanticcleanup
weightsweretrainedto retaina decayingsemanticpattern. The
speaking/listeningnd hearing/thinkingtaskswere trainedsepa-
ratelyfor computationaéfficiengy: becaus@oweightsareshared
betweenthe two tasks,two separateomputerscould be usedsi-
multaneously

The hearing/thinkingaskwastrainedfor 700,000word pre-
sentationsat which point its performancehad asymptoted.The
speaking/listeningask was trained for 500,000word presenta-
tions,atwhich pointits performancénadreachecasymptoteThis
concludedhefirst, pre-literatephaseof training.

In the secondstageof training, the orthographicpart of the
modelwastrained. The training setwasexpandedo 7455items,
in partto simulatethe expanseof vocahulary thatcomeswith the
acquisitionof literagy andin partto provide bettercoverageof the
orthographimeighborhoodé English. Orthographiaepresenta-
tions were clamped,andtamgetsprovided for both semanticsand
phonology The modelwasableto make useof prior knowvledge
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of the phonologicaland semanticstructureof the tamgetlanguage
learnedin thefirst stageof training. It wastrainedin this manner
for 650,000word presentations.

Testing Procedure. For testing,themodelwasrunfor 24 sam-
plesover 8 units of whole time, againgiving an integrationcon-
stanta = 0.333.

To measurdateng, themodels outputwassampledvhenthe
phonologicalbutputhadsettled.Formally, settlingwasdefinedas
the pointin time in which noneof the model’s phonologicalout-
putshadchangecdby morethan0.3for four consecutie samples,
or 1.333units of whole time. This choiceof parametergave a
reasonableangeof latenciesn wordreadingwithout pinningval-
uesatthehighor low end. Theamountof time which hadelapsed
wasthenrecordedasthe lateng for theitem. As is commonin
empirical studies,latencieswere only recordedfor itemswhich
themodelproducedhe correctoutput.

The sumsquareckerror was also computedfrom the models
outputsat the point of settling by taking the squareof the dif-
ferencebetweerthe models phonologicabutputfor eachfeature
andthetargetoutput. Sumsquarederrorsweretakenoverall items
whetherthe correctoutputwasproducedr not.

Phonologicaloutputswere evaluatedby finding the nearest
phoneme,in euclideandistance,for eachslot. The outputwas
scoredcorrectif all phonemedor all slotswere correct. The se-
manticoutputof themodelwasconsiderectorrectif eachthe out-
put featurewaswithin 0.5 of its targetvalue(in otherwords, unit
outputswereroundedup or down to 0 or 1.0andthentestedfor an
exactmatchto thetarget).

To simulatethe effectsof acquiredohonologicaimpairments,
the normalmodelwastestedunderconditionsof noisewithin the
phonologicalattractor The noise took the form of multiplica-
tive gaussiamoiseon the weightswithin the phonologicalattrac-
tor (the phonologicalunits, andthe phonologicalcleanupunits).
Noisewith a standarddeviation of 2.0 wasusedfor the impaired
condition. All damagevasconfinedto the phonologicakttractor
This form of impairmentis identicalto the severe developmental
phonologicaimpairmentausedin HarmandSeidenbeg (1999)to
simulatethe mostseverelyimpairedchildrenfrom the Manisetal.
(1996)study HarmandSeidenbeg (1999)exploredsereralforms
of phonologicalimpairment,including the imposition of weight
decayon the phonologicalconnections lesioning phonological
cleanupunits, and severing connectionswithin the phonological
apparatusn additionto using noisewithin the weights. Impor-
tantly, all formsof impairmentto phonologyled to a decremenin
nonword readingover word reading to varyingdegrees.

Theimpositionof noisewithin the phonologicalweightswas
choserfor thesesimulationsbecausét hadbeenshavn to leadto
the greatestdegree of nonword impairment. This choiceshould
not be taken asan literal modelof the exact sourceof phonolog-
ical impairmentin eitherdevelopmentabr acquiredphonological
dyslexia, norasa claimthatthe phonologicaimpairmentsseenin
developmentabindacquiredphonologicaldyslecia have the same
underlyingcause Severelyimpairedphonologicakepresentations
canresultfrom a numberof causeshoth acquiredand develop-
mental. Rather thesesimulationsshouldbe viewed insteadasan
explorationof the effect of suchseverelyimpairedrepresentations
onreading.

In the comparisonghat follow, the normalmodelwas dam-
agedandtestedtwenty times, eachdamagestudy using a differ-

Phonology

Orthography

Figure3. Implementednodelusedin Simulationsl and2.

entrandomnumberseedfor the gaussiamoise.Multiple damage
studieswere conductedo ensurethat ary resultsobtainedwere
notdueto oneparticular spuriousdamagepatternbut ratherwould

hold acrossa seriesof quantitatvely differentimpairments.

Results

Theitemsweretestedon the normalmodelandtwenty
damagestudies. The normalmodelandthe impairedsim-
ulationsyieldeda patternof resultsqualitatively similar to
patientMJ andthe normalundegraduatesasshown in Ta-
ble1.

Tablel
Effect of Graphemic Complexity
GraphemidCompleity
Simple/3 Simple/5 Comple
MJ
Accurag 48% 36% 27%
Lateny 626 611 730
Experimentl
Accurag/ 99% 98% 93%
RT 549 598 633
NormalModel
Accurag 100% 95% 80%
Lateny 5.90 6.26 7.42
SSE 0.00 0.13 0.48
ImpairedSimulations
Accurag 64% 55% 35%
Lateny 8.36 8.36 10.65
SSE 1.45 1.73 2.70

Note. All Tatenciesarefor correctitems. SSEscores
arefor all items.

The sumsquarecerror (SSE)of the normalmodelre-
vealedan effect of compleity (F(2,128) = 1113, p <
0.001). The impaired modelsalso revealedan effect of
compleity on SSE(F(2,128) = 20.23, p < 0.001). Com-
bining the SSE scoresfor the normal and impaired mod-
els, an interactionbetweencondition and impairmentwas
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reliable (F(2,128) = 9.89, p < 0.001). By inspectionthe
effectof thephonologicaimpairmentwasto exaggeratehe
differencesn sumsquaredrroracrosonditions.

The latenciesof the normalmodelwerealsosubjected
toanANOVA. Theeffectof compleity onthesumsquared
error (SSE)wassignificant(F(2,117) = 7.75, p < 0.001).
The effect of conditionon the impairedmodels’ latencies
wasalsoreliable (F(2,127) = 19.65, p < 0.001). The ef-
fect of conditionon the impairedmodels’accuraciesvere
reliable(F(2,38) = 44.24, p < 0.001).

Qualitatively, the latenciesand SSEscoresfor the nor-
malmodelmatchtheRT scoref thesubjectgjuiteclosely
The latenciesfor the impaired model match the general
shapeof MJ's latenciesaswell: the simple/3andsimple/5
conditionsbeingquite close,andthe complex itemsmuch
higher

Graphemic Compl exity:
Discussion

The point of the demonstrationshusfaris simple. Or-
thographicmanipulationsaffect how hardit is to generate
phonologicalcodes;nonwords that are harderfor normal
subjectsarealsoharderfor thenormalmodel;phonological
damageexaggerateshis effect in both patientMJ andthe
phonologicallyimpairedmodel. The resultsare consistent
with the hypothesighat phonologicaldyslexia involves a
phonologicalbut not orthographicjmpairment.

2. Orthographidvlodulationof
the Pseudohomophorigffect:
MJ

HowardandBest(1996)testedsubjectMJ for aneffect
of visual similarity on pseudohomophonesThey created
a setof pseudohomophonemnd matchednonwords (e.g.,
PHOCKS andsNoOcK S). Thesewerefurther split according
to their visual similarity to the homophonousvord; items
suchasGERL aresimilarto theirhomophonevhile PHOCK S
is visually distantfrom its homophonousvord.

They found that the manipulationof visual similarity
affectedMJ’s performancenthepseudohomophonesich
thatsimilaritemsweremuchmoreaccuratelyreadthandis-
similar pseudohomophoneslo sucheffect of visual simi-
larity wasseerfor the controlnonwords. Howard andBest
(1996)arguethatbecauséhevisually similaranddissimilar
pseudohomophonesephonologicallyequal(bothsetsare
pseudohomophonesand the differencebetweenthem is
purely orthographic differing performanceon theseitems
indicatesan impairmentbeyond phonology Specifically
they arguesuchresults like the graphemiccompleity ma-
nipulation,indicateanimpairmentin graphemicanalysis.

Howard and Bestfurther arguethat this resulthasim-
plicationsfor theoriesof word recognition,particularlyac-
countsof why phonologicaldyslexics have beenfound to

performbetteron pseudohomophondésannonwords. Pat-
tersonet al. (1996) and Plautet al. (1996) suggestedhat
this effect canbe explainedby interactionsbetweermean-
ing andphonology;partialactivationof phonologyactivates
semanticrepresentationsf the word, which in turn bol-
sterthe phonologicalactivationsfurther. Howard andBest
(1996) claim their finding of an orthographiceffect on the
pseudohomophonadwantagecastsdoubton this account.
They assumethat nonwords (whetherpseudohomophones
or not) will not activatesemanticglirectly. Thus,the only
information that can activate semanticss phonology and
henceorthographieffectsarenotpredictedby thisaccount.
HowardandBest(1996)state(p. 916):

This claim ... meansthat neitherGERL (a vi-
suallysimilar pseudohomophon@pr PHOCK S
(avisually dissimilarone)will produceary se-
mantic activation. The only activation of se-
manticswill be from the interactionbetween
the phonological representatiorand seman-
tics. In this interaction both pseudohomo-
phoneshenefitequally (asboth are pseudoho-
mophones!).The predictionof the Plautet al.
accountis clear: There shouldbe a pseudo-
homophonedwantagerelative to control non-
words, but this effect will be independenf
thevisualsimilarity betweerthe pseudohomo-
phoneandits realword homophone.

The logic of this algumentfollows, however, only if
effectson the pseudohomophonadvantagearetruly from
orthographicsimilarity to the baseword ratherthan other
confoundedlifferencesetweenstimuli*. Consideringthe
examplesgiven above, GERL is clearly a simpler non-
word than PHOCKS. An obvious questionthen arises,
which follows from the discussiorof graphemiccomplex-
ity above. Are theorthographieffectsonthe pseudohomo-
phoneadwantagereally due to orthographicsimilarity, or
dueto otheraspectof the stimuli? If, assuggestedby the
GERL/PHOCK S example,the visually dissimilarpseudoho-
mophoneareactuallymorecomplex thanthesimilarones,
then we obtain the samepredictionsas in the graphemic
compleity section. First, the patternof errorsseenin MJ
shouldbe seenin the RTs of normalsubjects.Secondthe
sameunimpairedmodelusedin the graphemiccomplexity
sectionshould shav the sameeffectsin its performance,
and third, the imposition of phonologicaldamageshould
exaggeratehe effect.

We usedthe Howard and Best (1996) stimuli to see
if the patternof errorsseenin MJ were reflectedin the
reactiontimes of normal subjects. We then testedthe
stimuli on the samenormal and impaired modelsusedin

4The amumentalso hingeson the assumptiorthat nonwords
never activate semanticgdirectly, but only via phonology This
assumptiowill beaddresseth the GeneralDiscussion.



PHONOLOGICALDYSLEXIA 9

the graphemiccompleity investigationto seeif againthe
modelcouldlink thebehaior of normalsandimpairedpop-
ulationsthroughtheadditionof a phonologicaimpairment.
Finally, we will presentan analysisof the stimuli which
demonstratethe presencef aconfoundingfactorthatcon-
tributedto MJ’s patternof errors.

100
—— Pseudohomophones
- -= - Controls
801
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@ 60
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Figure 4. MJ accurag: visual similarity by pseudohomophgn
interaction(from Howard andBest1996).

Experiment 2: MJ Visual
Smilarity by Pseudohomophony

The designof this studywassimilar to Seidenbeg, Pe-
tersen,MacDonald, and Plaut (1996), in which subjects
were asked to namenonwordsin threeconditions: imme-
diately, andaftermediumandlong delays.They foundthat
apseudohomophoradvantagevaspresentvenatthelong
delay They arguedthatthis suggestsan articulatorybasis
for the pseudohomophonadwantage:familiar phonologi-
cal patternsarearticulatedmoreeasily Thesameparadigm
wasusedin this study in which itemswerenamedby sub-
jectsunderimmediateor delayedconditions. The predic-
tion wasthatin the immediatecondition,the subjects’pat-
ternof RTswould matchthatof subjectMJ. In delayedcon-
ditions,only apseudohomophorevantagevould beseen.

Method

Subjects. The subjectswere USC undegraduatesasin Ex-
perimentl.

Simuli. The items for this experiment were taken from
Howard and Bests (1996, p. 920) experiment. A total of 51
high similarity pseudohomophoneand their matchedcontrols,
and49 low similarity pseudohomophonesdtheir controlswere
includedin thelist; atotal of 40 of the 240itemsusedby Howard

Table2
Visual Smilarity by Pseudohomophony Summary
Pseudo-
homophone Control

Condition High Low High Low
MJ

Accurag 62% 30% 37% 40%

RT 738 886 819 725
Normal Subjects

ShortRT 614 646 632 633

MediumRT 393 404 415 420

LongRT 365 376 383 384
Stimuli Analysis

Meany log f 549 223 456 458

Meany Types 221 91 191 185
NormalModel

Accurag 98% 81% 89% 89%

SSE 0.24 051 0.30 0.29
ImpairedModels(average)

Accurag 56% 40% 46% 50%

SSE 1.76 247 2.08 2.00
DamageStudy#7

Accurag 59% 34% 41% 38%

SSE 211 2.66 259 248

Note. Seetext for adefinitionof 3 log f andy Types.

andBestwereremoved becaus®f dialectdifferenceqe.g.words
like GLARCE, which in AmericanEnglishis not homophonous
with GLASS). Itemswerecounterbalanceby condition,with the
addedconstraintthat an item and its matchedcontrol never ap-
pearedwithin 5 itemsof eachother Six itemsandtheir matched
controlswere removed from consideratiorin reactiontime anal-
ysis, becausdessthan 50% of the subjectsprovided the correct
responsge.g.failing to readYIGHND to rhymewith FIND). This
left 47 itemsin eachcondition.

Procedure. For eachtrial, a fixation point appearecn the
screerfor 750ms.Thisdisappeareébr 100ms thentheitemto be
namedwas presented Subjectswereinstructedto pronouncehe
item to be namedonly whenbraclets appearedroundthe item.
For eachsubject,a randomonethird of the itemswerepresented
with the braclets; the subjectwasinstructedto nametheseitems
immediately Anotherrandomonethird of the items were pre-
sentedvith amediumdelay;thebracletsappeared,000msafter
theitem appeared.The remainingitemswere presentedvith the
braclet appearingl,500 ms after the item appearedthis is the
long delay condition. Immediate mediumandlong delay condi-
tions were all intermixed so the subjectscould not knov which
conditionwould be seenon ary giventrial.

Results

All  responsesshorter than 100ms or longer than
2,000mswverecodedasequipmentailuresanddeletedrom
consideration.All remainingresponsesvere trimmed by
delay condition: eachRT greateror lessthan2.5 standard
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Figure5. Experiment: latenciesfor immediatenaming,andmediumandlong delay

deviationsfrom the meanfor the delaycell wasdeleted.
The latengy datafrom all three conditionsare plotted
in Figure 5, and summarizedn Table 2. For the imme-
diate namingcondition, analysisof the reactiontime data
revealedareliableinteractionof pseudohomophagrandvi-
sualsimilarity by subject§F1(1,24) = 5.3, p < 0.03) and
amaminally significantinteractionby items(F2(1,184) =
3.0, p < 0.087), qualitatively replicatingthe naming per
formanceof MJ (comparerowsin Table2, andto Figure4,
replottedfrom HowardandBest(1996),Figure8c(ii)).
Forthemediumcondition(Table2), therewasareliable
effect of pseudohomophagrby subjectqF1(1,24) = 3.89,
p < 0.002) andby items (F2(1,184) = 9.47, p < 0.002).
Therewasa maminal effect of visualsimilarity by subjects
(F2(1,24) = 3.89, p < 0.06) but not by items(F2 < 1.0).
An interactionof pseudohomophgnand visual similarity
did notapproactsignificanceby subjector items(F < 1).
The long condition,againshovn in Table 2 was qual-
itatively similar to the medium condition. Again there

was a reliable effect of pseudohomophgnby subjects
(F1(1,24) =5.9, p< 0.02)andby items(F2(1,184) = 4.8,

p < 0.03). An effectof visualsimilarity approachedgignifi-

canceby subjectgF 1(1,24) = 3.3,p<0.08)but notby items
(F2(1,184) = 1.2, p < 0.28). Again therewasno interac-
tion betweerthetwo.

Combining the data from the three conditions, the
interaction of pseudohomophgn and visual similarity
is maminally significant by subjects (F(1,24) = 4.1,
p < 0.053) but doesnot approachsignificanceby items
(F(1,184) =< 1). The main effect of pseudohomophgn
wassignificantby subjectgF (1,24) =20.1, p < 0.001)and
by items(F(1,24) = 5.6, p < 0.02), while the main effect
of visualsimilarity wassignificantby subjectg(F(1,24) =
16.6, p < 0.001) but not by items (F(1,184) = 1.7, p<
0.2).

Experimen demonstratethatnormalsubjectsshav a
patternof reactiontimesin immediatenamingvery similar
to MJ’suntimedaccurag (Figure4). Themediumandlong
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Figure 6. Simulation2: meanaccuraciegor damagestudy#7.
Comparewith MJ’s performancedepictedn Figure4.

delay conditionsdemonstratean advantagefor pseudoho-
mophonegmeanl6ms)reflectinganarticulatorybenefitto
pronouncinga familiar word form. This 16msadwantages
very closeto the 13msadwantagereportedby Seidenbey
etal. (1996).

Smulation 2: MJ Visual
Smilarity by Pseudohomophony

To determingf apurelyphonologicaimpairmentcould
yield apatternof readingaccuraciesimilarto thatobsened
with subjectMJ, a secondsimulationwasundertalen. The
planwasthe sameasfor thefirst simulation:testthemodel
in boththe normalandimpairedconditionsto determinef
the imposition of a phonologicalimpairmentexacerbated
difficultiesin the stimuli.

Method

Materials. The itemsusedby Howard andBest(1996) (mi-
nusthoseexcludedfrom the empiricalstudydueto dialectdiffer-
ences)were testedusing the samenormal and impaired models
from Simulation1. Threepseudohomophon€aRTCH, HELLTH
andL ARDGE) andtheirmatchedcontrolsweredeletedrom analy-
sisbecauséhey containgraphemes positionswhichthenetwork
had never beenexposedto during training (seeHarm & Seiden-
bery, 1999, for discussion)This left 182items.

Procedure. The samenormal and impaired simulationsre-
portedin Simulationl wereused.The methodof presentingtems
wasidenticalaswell.

Results

Table2 summarizeshemodelingresults.Theimpaired
modelexhibits a reliableinteractionof pseudohomophagn

and visual similarity on its accurag scores(F(1,19) =
67.19, p < 0.001). Qualitatively, themeanaccurag scores
for the impairedmodelsmatchthat of MJ; an effect of vi-
sualsimilarity onthepseudohomophonésit noton control
items. The magnitudeof the effect of visual similarity on
the pseudohomophoneas somavhat lower for the models
than for MJ. However, inspectingthe performanceof the
twenty damagestudies,one (the seventh) exhibited a pat-
ternof errorsvery closein magnitudeto MJ; this is showvn
in thefinal row of Table2. Theperformancef thisdamage
studyis depictedn Figure6. Performancéor this“patient”
onthegraphemicompleity itemswasalsovery similarto
MJ: simple/362%,simple/541%,andcomplex 22%.

The effect of similarity was reliable for the impaired
model’s sum squarederror (F(1,178) = 6.50, p < 0.02).
Therewas no reliable effect of sum squarederror for the
normal model, althoughthe patternqualitatvely matches
thoseof the subjectsin the immediatecondition, and of
patientMJ’s errors. Therewere no reliable effectson the
normalor impairedmodels’latencies.

Combiningthe SSE scoresfor the normal model and
the damagestudies, a reliable interaction was obtained
(F(1,178) = 4.77, p < 0.03). The effect of the phonologi-
calimpairmentis to causeamuchlargerspreadn theeffect
of visual similarity on the pseudohomophonegain, as
was showvn in Simulationl, the phonologicalimpairment
exaggeratedifferencedn the difficulty of the stimuli. A
qualitatve patternin SSEin the normalmodelbecomesa
patternof errorin the phonologicallyimpairedmodel.

Simulus Analysis 1: MJ Visual
Smilarity by Pseudohomophony

Whatis the sourceof the effect of visual similarity in
MJ’sreading?Oneaccounbf the pseudohomophoreffect
relieson interplay betweenthe semanticand phonological
regionsof the triangle model (Pattersonet al., 1996). The
accountof Seidenbeg et al. (1996)alsoappealgo the tri-
anglemodel, but placesthe locus of the effect in articula-
tory output. In either event, however, no effect of visual
similarity is predictedjn bothcaseghe predictedsourceof
the effect takes placeafter the translationfrom spellingto
sound.In contrastHowardandBestargue,the DRC model
doespredictsuchan effect. Hence the discovery of visual
similarity modulationof thepseudohomophoredfectcould
helpmediatebetweerthe two models.

However, the predictionsof the sourceof the pseudo-
homophoneeffect do not rule out the possibility that one
canobtain an effect of visual similarity if one makesthe
visually dissimilaritemsmoredifficult to readalongother
dimensionsOnecanimaginethatwhenconstructingpseu-
dohomophongairs,oneof which is orthographicallysim-
ilar to the root word and onethatis distant,it is difficult
to avoid introducingmore comple, low frequeng or un-
expectedetter combinationsnto the distantitems. Sucha
tendeng appeargo betrue of the Howard andBestitems.
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The low frequeng letter string PH appearsn 16 of their
pseudohomophones5 of thelow similarity itemsandone
of the high similarity items. The onsetskw or skw don't
appearat the beginning of any Englishwords, yet appear
twice in the Howard and Best stimuli: both times as low
similarity pseudohomophones.

To testfor abiastoward suchirregularletterstrings,all
2400of the HowardandBestvisual similarity by pseudoho-
mophoty testitemswereanalyzedn termsof their ortho-
graphiconsetsandrimes.

Method

Procedure. Onsetsandrimeswere measuredatherthan bi-
gramfrequenciesecausat wasfelt thatthey bettercapturethe
orthographicstrangenessf a word. For example,the very odd
word YIGHND hasasummedositionalbigramfrequeng countof
4606 asmeasuredrom the CELEX online dictionary of English
monosyllablesthis matcheghe bigram countsfor very ordinary
wordslike TRAMPS (4677),SKETCH (4705),and SWEEPS (4594).
This is becauserIGHND containshigh frequeng digramssuch
asND in the 5th position (count: 3231), and this washesout the
factthatHN virtually never occursin the 4th position,andin gen-
eral obscureghe factthat IGHND is atruly difficult orthographic
rime in English. Further analysesf onsetsand rimes are rea-
sonablebecaus¢he onset-rimeslistinctionis psychologicallyrel-
evantin English, particularly for soundingout words (Treiman,
1986,1992).An analysisof thefrequencie®f onsetsaandrimesin
theHowardandBest(1996)studywasundertaken.

The CELEX onlinedictionaryof wordsandfrequeng counts
was searchedor monosyllabicwords containingthe onsetsand
rimesfound in the Howard and Best stimuli. The total number
of word typescontainingthe onsetwas summedfor eachword.
Thecalculationwasrepeatedor therimes. For example theword
PRIFE hasthe onsetPRr, which occursin 106 word typesin the
CELEX monosyllablessoit getsanonsetcountof 106. Therime
IFE occursin 6 wordtypesin the CELEX monosyllablessoit gets
arime scoreof 6. Thelogarithmof thefrequencie®f thesewords
(>logf) werealsosummedandrecorded. Takentogetherthese
two measuresirea measuref the typicality of a word’s onsetor
rime.

Results

Thesummedonsettypesandy log f measureareplot-
ted in Figure 7, and listed numericallyin Table 2, along
with MJ’s accurag and lateng data. For the numberof
onsettypes,thereis a reliableinteractionbetweenpseudo-
homophory and visual similarity (F(1,236) = 19.2, p <
0.001). The natureof the interactionis that visual sim-

ilarity hasa significanteffect on the pseudohomophones

(F(1,118) = 41, p < 0.001) but not the controls(F < 1).

5Log compressiomvasusedbecausét hasbeenfoundin word
recognitionresearchthat the log of the frequeng of a word is a
much bettercorrelateof namingtime thanraw frequeng. Such
compressionhas the effect of preventing very high frequeng
itemsfrom maskingvariationin lower frequeng items.

For the onsety log f measure the effect is qualitatively
the same: an interactionof visual similarity and pseudo-
homophowy (F(1,236) = 20.7, p < 0.001) suchthat vi-
sual similarity is significant for the pseudohomophones
(F(1,118) = 384, p < 0.001) but not for the controlitems
(F < 1). Theonly effect seenin the rimeswasa main ef-
fectof visualsimilarity (F(1,236) = 6.1, p < 0.015)onthe
numberof types.Comparewith the datafor MJ depictedn
Figure4.

The onsetanalyse®f the MJ stimuli do not matchthe
subjectdatawell in oneregard. Thereis a tendeng for
the subjectto perform better on the pseudohomophones
thanpredictedby the onsetanalyses.Recall, however, the
reactiontime advantagein pseudohomophoneamingfor
normal subjectsfound in this study and Seidenbey et al.
(1996). This advantagewas presentevenin delayednam-
ing, suggesting motoric/articulatorylocusfor theeffect. It
is very possiblethat the mismatchbetweenthe onsetanal-
ysesand the subjectdatais due to this factor which the
stimuli analysiswould not be sensitve to.

Visual Smilarity: Discussion

Howard and Best (1996) describeda subjectwhose
nonword readingaccurag was dependenton pseudoho-
mophory andvisual similarity. They arguethat this con-
tradictsthe predictionsof the Plautet al. model. Further
theeffect of visualfactorson the patients naminghasbeen
arguedto indicateanon-phonologicabasisfor the patients
impairment(Coltheart,1996;Howard & Best,1996).

We have shavn that MJ's accurag scorescan be ac-
countedfor by a simulation having only a phonological
impairment. The reactiontimes of normal subjectscorre-
spondsto the behaior of the unimpairedsimulation,and
theimpositionof phonologicalamagedo themodelcreates
apatternof errorsvery similarto MJ.

One potentialsourceof theseeffectsis a confounding
factorunintentionallypresenin the HowardandBeststim-
uli; the type andtoken frequeng of words containingthe
onsetof the presentechonwords. Simply put, patientMJ,
the subjectsand the modelall find words beginning with
KL moredifficult thanwords beginning with BL, because
few words begin with kL. Analysis of the model’s error
underconditionsof purelyphonologicaimpairmentreveals
thatsuchimpairmentotonly preseresbut exacerbatethis
difference suggesting clearline betweerthe normalsub-
ject’'sRT dataandpatientMJ'saccuray data.Theaccuray
resultsof Simulation7 confirm that a solely phonological
impairmentcould dramaticallyaffect nonwords with rare
onsetsmuchmore so thanthosewith morecommonones.
It is thereforequite plausiblethatthis stimuli biaswe have
isolated(onsettypicality) drove all the visual similarity ef-
fectscitedby HowardandBest(1996).
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Figure7. Stimuli analysisof visualsimilarity by pseudohomophgreffect reportedby HowardandBest(1996).

3. The Caseof PatientLB

PatientLB (Derouesn& Beauwis, 1985)is arguedto
provide further evidenceagainstthe phonologicalimpair-
menthypothesigColtheart,1996). First, LB exhibits a vi-
sualsimilarity by pseudohomophagninteractionsimilar to
that reportedby Howard and Best (1996) for subjectMJ.
SecondalthoughLB exhibitedimpairednonword reading,
therewasno strongevidenceof a phonologicaimpairment.
Coltheart(1996)arguesthatLB thusprovidesatleastonce
casan whichthesignaturedeficitsof phonologicabyslexia
can be found with no phonologicaldeficit. Theseclaims
will beconsideredn turn.

Derouesn@ndBeauvis (1985)do notreportmatching
their items for orthographicproperties,and inspectionof
their items suggestproblemsin the interpretationof LB’s

responsedMany of thevisually similarpseudohomophones

are highly similar to the target word, somediffering only
by the omissionof onerepeatedetter(e.g.,0CUPE for oc-
CUPE, ARIVE for ARRIVE, and COFRE for COFFRE). Con-

versely mary of thevisually dissimilarpseudohomophones

are orthographicallyunusualor illegal (e.g., syvyL for
CIVIL). The Derouesnéand Beauwis (1985) items were
thereforeanalyzedmoreclosely

Derouesnéand Beauwis (1985) constructeda 2x2x2
designin which pseudohomophan visual similarity and
compleity werecrossed For the purpose®f this analysis
the dataare collapsedacrosshe compleity manipulation.
Table 3 showvs LB’s accurag. As with MJ, LB demon-
stratedan effect of visual similarity on the pseudohomo-
phonesbut not on the controlnonwords.

To obtainanestimateof Frenchonsetandrime frequen-
cies, a setof 2.3 million words were obtainedfrom elec-
tronic transcriptsof the CanadiarParliament. As with the
Englishanalysisof MJ's stimuli, the onsetsandrimeswere
codedfor log frequeny andnumberof word type contain-

ing thatonset.Iltemswith no onsetwerecodedaszero.The
samemethodusedin Stimuli Analysis1 for calculatingon-
setandrime characteristicgnumberof typesand y log f)
wasusedfor thisanalysis.

No reliable effects were found for the rimes. For the
Y log f measuref theonsetstherewasareliableeffect of
similarity (F(1,236) = 3.9, p < 0.050) but no interaction
(F < 1). However, inspectionof the itemsshows a strong
tendeng in thedirectionof the effect; thelack of areliable
effect on the meansis difficult to interpretbecausehere
arelarge outliers. For example,in the low similarity pseu-
dohomophoneondition,the meany log f is 1029, but the
standarddeviation is quite large (1534). The valuesrange
from O to 4564, with 65% of the itemsnumbering102 or
less,andno itemsin the rangeof 102to 1009. The distri-
bution is thus highly bimodal, with the meanbeing deter
minedlargely by the high andlow extremes.The high sim-
ilarity pseudohomophormondition,in contrasthas41%of
its itemsnumberingl02 or less,and26% of the itemsdis-
tributedbetweerl02and1009. Thelargequalitative differ-
encebetweerthedistribution of theseitemscannotbe seen
by comparingthe means,whereone extra very high item
masksa very skewed distribution of itemsat the low end.
When the medianvaluesare consideredthe resultsmap
muchmorecloselyonto LB’s performance Table 3 shavs
themedianvaluesby cell. For thenumberof typesanalysis,
therewasa maminal effect of similarity (F(1,236) = 3.8,
p < 0.051)andnointeraction(F < 1).

Themedianonsetcountsshavn in Table3 matchLB'’s
accurag quite well. Thereis a very small effect of visual
similarity on LB’s the nonword reading;this effectis seen
in the onsetanalysis.A muchgreatereffect of similarity is
seeronthe pseudohomophones.

PatientLB (Derouesné& Beauwis, 1985)wasalsosaid
to have normalor nearnormalword readingabilities, but a



14 HARM, SEIDENBERG

Table3
LB Simuli Analysis
Pseudo-
homophone Control
Condition High Low High Low
LB
Accuray 85% 52% 35% 25%
Stimuli (Median)
Y log f 1204 556 612 551
> Types 763 477 430 348
Stimuli (Mean)
S logf 1205 1029 1104 566
Yy Types 795 689 739 371

severeimpairmentreadingnonwords. Interestingly unlike
every otherreportedcaseof phonologicaldyslexia over the
past15 years,no phonologicalimpairmentswerereported
for LB (Coltheart,1996). LB’s case,then, wastaken as
evidenceby Coltheartthata phonologicaimpairmentneed
notunderlieall caseof phonologicaldyslexia.

Derouesn@ndBeauwis (1985)tested_B’ s phonologi-
cal skill onaseveraltasks.

1. Nonword phonemicseggmentation.LB wasrequired
to producethe last phonemen a spolkenword. He scored
40/40correct.

2. Nonword blending. Three phonemeswere pro-
nouncedto LB; he hadto combinetheminto a word. He
scored27/30correct.

3. Word-in-worddetection.Two pictureswereshavnto
LB; hehadto decideif the soundform of oneword repre-
sentecby onepicturewascontainedwithin the soundform
of the word representedby the other picture. He scored
36/40correct.

Giventheseresults Coltheart{1996)concludedp. 755)
“hencethereis no evidenceof aphonologicaimpairment”.
HefurtherstatedhatlL B readwordswith “reasonabl@ccu-
ragy”, rangingfrom 74%to 98%for varioustypesof words.
However, LB’ s scoreon readingsimplenonwords(two let-
ter monosyllablesyvas34/40,0r 85%,while his readingof
more complex nonwordswas 19/40 (48%). His ability to
assemblsimplethreephonemesoundsvas27/30,0r 90%.

One could questionthe labeling of a nonword im-
pairmentas “severe” basedon the more difficult items
(48% correct),and simultaneoushjabeling his phonologi-
calskills as"normal” basednthesimplestitems(onwhich
he scored90%). Derouesnénd Beauwis (1985) do not
provide performancestatisticsfor normalsubjectson their
items in the phonologicaltests,but we can probably as-
sumethatnormalswould scorevery closeto 100%. If these
scoresdo indeedshow “no evidenceof a phonologicalim-
pairment”,thenit is left unexplainedwhy his scoreswere
in factnot at ceiling. As obsened by Patterson(in press),
LB’s performanceon nonwordswas actually high relative

to mary otherphonologicaldysleics that have beenstud-
ied in the literature,andit is thereforenot surprisingthat
his phonologicalperformancevould be higherthan mary
phonologicadyslexics.

A further complication in interpreting LB’s perfor
manceis the fact that he underwenta four yearremedia-
tion programafterthe CVA, which attemptedo restorehis
readingability. As notedby DerouesnéandBeauis, the
rehabilitatiorwasbasedn attemptingo trainphonological
reading. It is unclearexactly what the four yearremedia-
tion programconsistedf, but in mary casessuchphono-
logically basedemediationincludesintensiveinstructionin
“phonics” skills. Theseskills involve thingslike phoneme
blending, segmenting,matchingand deletion; exactly the
kindsof skills thatDerouesn@ndBeauwis usedyeardater
to testhis phonologicakkills. Improvementdn suchskills
do not necessarilyranslateinto improvementsn nonword
reading(Adams,1990). The remediationprogramessen-
tially failedto improve LB’s reading,but may have made
him very good at finding alternatestratgjiesto blendand
sgmentwords. In short, the remediationprogrammay
have madehim into anexpertat genericphonologicaltests
while still having very poorphonologicakepresentations.

A way to testthis hypothesiswould be to give LB a
moresensitie testof phonologicakskill, suchasin Werker
and Tees(1987), where readingimpaired children were
testedon a categorical perceptiontask. If LB shaved a
moreflat catgyorical perceptioncurve, like thereadingim-
pairedchildrenstudiedby Werker and Tees(1987),thenit
could not be arguedthat he did not possess phonologi-
cal impairment,and we would be forcedto concludethat
the phonologicaltasksLB wasassessedn originally were
too confoundedvith the remediatiorprogramhe hadbeen
subjectedo too provide atruemeasuref his actualphono-
logical skill.

It is arguedby Coltheart(1996) that LB readswords
with “reasonableaccurag”, scoringfrom 74% correctto
98%correct.Derouesné@ndBeauwis, however, state(Der
ouesn& Beauwis, 1985,p. 406)that“The AlouetteRead-
ing Test... confirmedhis seriousreadingimpairment’
LB’s readinglevel on this standardizedestplacedhim in
the secondyearof elementaryschool. His readingwasre-
portedto be 183 wordsin 180 secondsmaking 35 errors.
DerouesnéndBeauwis thentestedLB on a setof words
they constructedandthey found that his readingof these
words,which arenot reportedto have not beennormedor
standardizedn ary way, rangedfrom 74%to 98%. They
thenconcludedasColtheartdoes thatthat“he couldread
wordsfairly well” (p.410).

It is questionablenvhetherreadingat a secondgrade
level, at aboutoneword a secondyeally constitutesfairly
well”, and“reasonableaccurag”. Patterson(in press)ar-
guesthat LB's word readingis in fact poor, and that he
thereforedoesnot constitutea “strong” dissociation that
is, his performancen onetaskis not qualitatively different
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from the othertask(cf. Shallice,1988,p. 227). Both word
and nonword readingare fundamentallyimpaired. Patter
sonsuggestshatif we areto acceptthata singlecaseof a
givendissociationis astheoreticallyimportantasa legion
of contrarycaseswe shouldat leastrequirethatthe single
casebea“strong” dissociation.

To summarizejt hasbeenshown thatthe stimuli used
to demonstraté& B’ svisualsimilarity by pseudohomophagn
interactionis atthevery leastsuspectanddoesnot provide
strongevidenceof suchaninteraction.Further we claim it
hasnotbeerfirmly establishedhatLB wasfreeof aphono-
logicalimpairment.Evenif hewasfree from a phonologi-
calimpairment,it is clearthathis readingimpairmentwas
not a selectve impairmentin nonword reading. Therefore,
thecaseof patient.B doesnotprovidecorvincingevidence
againsthe phonologicaimpairmenthypothesis.

4. GenerabDiscussion
Orthographic Effects

We have demonstratedthat normal undegraduates
and an unimpaired simulation shov patternseffects of
graphemiccompleity in latenciessimilar to MJ’s pattern
of errors. We have demonstratethatdamagéo this simu-
lation canyield patternsn errorsthat closelymatchMJ’s.
Therefore,the claim that this patternof errorsnecessarily
implicatesfrom an impairmentin graphemicparsingcan-
notbetrue. It is importantto notethatwe have not demon-
stratedthata graphemigrocessingmpairmentcannotpro-
ducethe reportedeffects. Ratherwe have simply shovn
that sucheffectscanarisefrom a purely phonologicalim-
pairment.

The sameconsiderationgpply to the effects of visual
similarity to thebaseword onphonologicabrocessingThe
effectsreportecby HowardandBest(1996)reflectthe con-
foundbetweersimilarity to the baseword andorthographic
compleity. Thisdemonstratiomloesnotmeanthatthekind
of effect Howard and Bestwere seekingwould not be ob-
tainedwith bettermaterials.In factwe think that suchef-
fects probably do occur for reasonghat follow from the
behaior of the triangle model. Looking at the modelin
Figure2, thereis a pathway from orthographyto semantics
which leadsinto phonology It is often assumedhat non-
wordsdo not producesignificantactivationalongthis path-
way, but this may be untrue. For example,nonwordsthat
arehighly similar to a singleword (e.g., GARDIN, NERSE)
may activate the word’s semanticssufiiciently to support
pronunciation.

Thesimulationspresentedhereprovide supportfor this
hypothesis.We testedthe Howard and Best(1996) visual
similarity by pseudohomophagnitems on the model after
totally lesioningthe pathway from orthographyto phonol-
ogy, so that pronunciationscould only be generatedse-
mantically We found that eight of the 120 pseudoho-
mophonescould be correctly pronounced:BLUD, DETT,

FRUNT, GERL, KAMP, MOWTH, MUNTH, SLOMP. For ex-
ample, FRUNT producedcorrect phonologicaloutput be-
causeno otheritemsin thetraining setfit the orthographic
patternFR_NT. ThusFRUNT activatedenoughof the se-
mantic featuresfor FRONT to producethe correctphono-
logical output. Theitemsthatthe network could pronounce
all have relatively few orthographicneighbors;we would
not expecta pseudohomophori e K AR, which hasmulti-
ple closeneighborsto producereliablesemantiactivation.
TheitemKAR isnocloserto CAR thanto BAR,FAR,JAR,PAR
Or TAR.

Importantly the semanticactivation for the pseudoho-
mophoness generallylower than for words, so it is not
the casethat the network cannotdistinguishFRUNT from
FRONT; seePlaut(1997)for relevantsimulations.

Other subword regularities can be inferred by the se-
mantic route. Words endingin ED tend to activate the
<pasttense>feature; this semanticfeaturein turn tends
to activate a /d/ or /t/ in the final phoneme. For the 16
nonwords and pseudohomophoneandingin ED (suchas
PESSED, KOSSED), the network producesa/d/ or /t/ in the
final phonemeon 12 of them.

We thereforedo not want to argue that one could not
find a demonstratiorof the interactionof visual similarity
andpseudohomophagn The main pointis thatthe existing
studiesdo not showv suchan effect. Given the simulation
resultsdiscussedbove, we would expectnot a visual simi-
larity by pseudohomophgninteraction but rathera neigh-
borhooddensityby pseudohomophagrinteraction.Therel-
evantvariableis not just closenesso the targetword, but
closenes$o thetargetword anddistancerom otherwords.
In any event,sucha demonstratiorwould not adjugatebe-
tweenmodelsof word recognition,norwouldit provide ev-
idenceof agraphemigrocessingmpairment.

We concludethat the reportedeffects of graphemic
compleity andorthographicmodulationof the pseudoho-
mophoneeffect do not provide evidenceagainsthe phono-
logicalimpairmenthypothesis.

Must it be Phonology?

It hasbeenarguedthata phonologicalimpairmentwill
necessarilyimpair nonword reading more so than word
reading. However, is a phonologicalimpairmentthe only
way to geta nonwordimpairment?Both thetrianglemodel
(Figure2) andthe DRC model(Coltheartetal., 1993)have
two pathwaysto phonologyfrom print. The SM89 model
allows for “semantic”reading,andthe DRC modelallows
for “lexical” reading. In principle, therefore,both models
allow for aform of acquiredphonologicaldysleia through
disruptionsin thedirect pathway from print to sound.This
requiresa developedand intact lexical/semanticpathway.
In the developmentakimulations,however, disruptionsof
the orth—phon pathway affected exceptionword reading
moresothannonwordreadingHarmé& Seidenbey, 1999).



16 HARM, SEIDENBERG

Conclusions

Ourresultscall into questionthe claim that phonologi-
caldyslexia is associatedvith orthographiaeficits. Words
vary in terms of orthographiccomplexity, which affects
the difficulty of the orthography— phonologymapping.
Phonologicalimpairmentmagnifiesthesedifferencesbe-
tweenstimuli. Henceeffectssuchasthoseseenin MJ are
alsoobsenedin normalcollege studentsandin modelsthat
have no orthographidmpairment.Thusthe patientdataare
consistenwith the phonologicaldeficit hypothesisand do
not demonstrat@n orthographidmpairment. The analysis
of theLB datasuggesthatit is importantto carefullyassess
the phonologicaland readingabilities of patientsbefore
concludingthat particular capacitiesare impaired or pre-
sened. As we have demonstrateélsavhere(Harm& Sei-
denbeg, 1999), a phonologicalimpairmentcan be serere
enoughto affect performanceon onetask (e.g., nonword
naming) but leave performanceon othertasks(e.g., non-
word repetition)unafected. Theseissuesneedto be con-
sideredcarefullyin futureresearcraddressinghe possible
baseof readingandother(e.g.,morphological,Joaniss&
Seidenbeg, 1999)impairments.
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