
Chapter 15
Constraint Satisfaction Accounts of Lexical and Sentence Comprehension

Maryellen C. MacDonald and Mark S. Seidenberg

Consider what it takes to understand an ordinary sentence such as The man bought a tie
with tiny white diamonds. Part of your understanding includes that the man is the agent of
the action bought and that a tie is the thing being bought. To get this far, you also need to
understand that man and tie are nouns and not verbs, although the verb usage of these
words is possible in other contexts, such as man the boats or tie your shoes. You also need
to understand that a tie refers to neckware, not to a game with equal scores, and that tiny
white diamonds are an attribute of the tie, and not the currency used to purchase the tie 
(cf. The man bought a tie with his credit card). Despite these and many other possibilities
where interpretation could go wrong, the odds are in favor of your interpreting this sentence
correctly. For example, man is more common as a noun than a verb, so a comprehender
who unconsciously goes with the best odds will get to the right interpretation here.
Similarly, words that follow determiners such as the and a are far more likely to be nouns
than verbs, and tiny white diamonds are unlikely to be offered in trade for haberdashery, at
least in most cultures. Comprehenders who follow the most likely alternatives will get to
the correct interpretations of these aspects of the sentence. The idea that language
comprehension is a process of following likely alternatives to derive an interpretation of
ambiguous input forms the basic claims of constraint satisfaction, or constraint-based, the-
ories of language comprehension. As in these examples, what is a likely alternative depends
on properties of both individual bits of information (e.g., the frequency with which a word
is used as a noun or verb) and combinations of bits of information (e.g., the � man or a �
tie). Constraint-based theories emphasize how people learn, represent, and use such prob-
abilistic information. This chapter will provide an overview of this approach, including its
history, how it compares to alternative views, and a description of the kinds of computa-
tional mechanisms that are thought to underlie learning and using such constraints. 

1. TRADITIONAL VIEWS OF LEXICAL AND SYNTACTIC AMBIGUITY

As the sentence about the man and his new tie illustrated, ambiguity is ubiquitous in
language. This chapter will focus on two main types of ambiguity: lexical ambiguity,
illustrated by the multiple meanings of words such as tie, and syntactic ambiguity,
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illustrated by the alternative interpretations of with tiny white diamonds as something 
describing the tie (thus modifying a noun) or describing the method of buying (modify-
ing a verb). (See the Pickering and van Gompel, Kluender, and Tanenhaus and Trueswell
chapters for discussions of other types of ambiguity.) The two kinds of ambiguity can
interact; for example, adopting the noun vs. verb interpretation of man affects how one
interprets the syntactic structure of a sentence containing this word. Despite the close
relationship between these two types of ambiguity, for much of the history of modern
psycholinguistics they have been studied independently. This division reflected differing
views about lexical and syntactic representations (MacDonald, Pearlmutter, &
Seidenberg, 1994). The meanings and other properties of words have often been thought
to be stored in the lexicon, a person’s mental dictionary. On this view, interpreting words
involves looking up, or accessing, information in the lexicon. This process was thought
to be autonomous, proceeding in the same way regardless of the context in which a word
occurred (Tanenhaus, Leiman, & Seidenberg, 1979; Swinney, 1979). It was also thought
to make minimal demands on limited capacity working memory and attentional
resources, allowing multiple meanings of words to be accessed in parallel. This led to a
two-stage model of lexical ambiguity resolution. In the first stage, the lexical system
accessed the common meaning or meanings of words; in the second stage, information
derived from the linguistic and extra-linguistic contexts and the comprehender’s back-
ground knowledge were used to select the appropriate meaning and integrate it into the
developing representation of the sentence (see Simpson, 1981, for review).

Syntactic structures, in contrast, were standardly assumed to be constructed by a men-
tal parser on the basis of grammatical rules. Deriving sentence structure was assumed to
place demands on working memory and attentional resources that are limited in capacity
(Frazier, 1987; Gibson, 1998; Just & Carpenter, 1992; MacDonald, Just, & Carpenter,
1992). These memory demands caused the parser to pursue only a single interpretation of
syntactic structure at a time. This also led to a two-stage model. In the first stage, general
parsing principles were used to assign a candidate syntactic structure online; in the second
stage, other types of knowledge were utilized to flesh out this representation (e.g., inter-
pret it semantically) and to revise the initial analysis if it were discovered to be incorrect.

Both lexical and syntactic accounts were motivated in part by appeals to the notion that
language consists of distinct modules involving different types of information and processes;
however, in the lexical case, this resulted in multiple alternatives being considered in a 
parallel process, whereas in the syntactic case, this resulted in a single interpretation being
considered in a serial process (see MacDonald et al., 1994; Tanenhaus & Trueswell, 1995,
for reviews). The modular view was consistent with distinctions between the lexicon and
syntax in grammatical theories that were prominent at the time the two-stage accounts
were being developed (Newmeyer, 1980). The two-stage approach was also justified on
the basis of assumptions about processing capacity limitations and the need to analyze the
linguistic input very rapidly. The route to efficient interpretation was thought to be via a
two-stage system in which the preliminary first-stage analysis prevented the input 
from being lost from working memory; the burden on working memory limitations was
reduced because processing at this stage was limited to certain types of information,
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e.g., syntactic structure. The initial interpretation could then be refined, corrected, and
elaborated in the second-stage analysis.1 This attention to the time pressures of language
comprehension and to the notion that processing may proceed through several distinct
stages was reflected in the use of behavioral measures that were closely time-locked to the
language input (e.g., tracking eye-movements, cross-modal priming). In various forms,
two-stage approaches formed the dominant theoretical framework for word and sentence
comprehension through the 1980s, and the focus on the time course of processing contin-
ues to this day.

The alternative view, which came to be called constraint-based language comprehen-
sion (or comprehension via probabilistic constraints), emerged in the 1990s. This
approach challenged essentially every major tenet of the two-stage accounts. Whereas the
two-stage theories held that comprehension consists of discrete stages at which different
types of information and processes are used, constraint-based theories viewed compre-
hension as continuous and homogeneous, with the same types of information and
processes in use at all times. Whereas the two-stage theories assumed that processing
limitations restrict the types of information that initially guide the comprehension
process, constraint-based theories emphasized the richness of the linguistic signal, the
capacity of language users to learn this information over time, and the comprehender’s
capacity to bring this information rapidly to bear on the input during real-time compre-
hension processes.

2. SOURCES OF THE CONSTRAINT-BASED APPROACH

The constraint-based approach emerged from advances in several areas, including
linguistic theory, corpus linguistics, psycholinguistics, and computational modeling.

2.1. Changing Views about Linguistic Structure

Whereas two-stage models reflect early approaches within generative grammar in
which lexical and syntactic information were held to be separate, the constraint-based
approach to comprehension is more closely related to work within linguistics in which
(to varying degrees) lexical and syntactic representations are closely related (e.g.,
Bresnan, 1982; Chomsky, 1981; Joshi, 1985). The lexical representation of a word might
include not only information about its spelling, pronunciation, and meaning(s) but also
its grammatical functions and the types of syntactic structures in which it participates. It
is a small step to then envision this information as part of a large interactive network
(MacDonald et al., 1994). Under this scenario, the computation of both “lexical” and
“syntactic” information in sentence comprehension is governed by a common set of
lexical processing mechanisms.
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2.2. Changing Views about Context

Language is comprehended essentially as it is perceived (Marslen-Wilson, 1975), and
so a central question is what types of information can be brought to bear on decoding
and interpreting the incoming signal. Studies of the role of language context in
comprehension have also undergone a significant shift over the years. Research in the
two-stage era focused on the use of real-world knowledge in guiding the comprehension
process, and on the difficulties inherent in accessing relevant information online
(Kintsch & Van Dijk, 1978). People know a vast amount about the world; as research on
natural language processing in artificial intelligence suggested, it is a difficult problem
to design a comprehension system that accesses relevant information from an enormous
database of facts (Hayes-Roth & Jacobstein, 1994). Moreover, several studies
emphasized the ineffectiveness of context, suggesting that comprehenders were limited
in their application of real-world knowledge during comprehension (Forster, 1979), that
context facilitated lexical processing only when words were highly predictable (Fischler
& Bloom, 1979), and that this very strong degree of contextual constraint is rare in
naturally occurring texts (Gough, Alford, & Holly-Wilcox, 1981). These results led to
the conclusion that context-based prediction was not an important component of
comprehension.

Complementary findings emerged from the study of lexical ambiguity resolution
(e.g., Swinney, 1979; Tanenhaus et al., 1979). Many words are ambiguous between
semantically distinct meanings (e.g., WATCH: a timepiece, to look; BANK: a monetary
institution, the ground bordering a river). These early studies examined the 
processing of ambiguous words for which there are two main meanings that are used 
approximately equally often in the language (“equibiased” ambiguities). The main find-
ing was that subjects initially activated multiple meanings, even in contexts that were
highly disambiguating. For example, the contexts in (1) and (2) clearly disambiguate the
word ROSE. Yet subjects showed priming (facilitation compared to an unrelated con-
trol) for target words related to both of the main meanings (e.g., FLOWER, STOOD)
presented immediately following each sentence (Tanenhaus et al., 1979). Results such
as this were taken as evidence that comprehenders initially activated the common mean-
ings of ambiguous words and within about 250 ms selected the correct meaning based
on the context. Here too the processing of words seemed to be independent from
processes involved in integrating a sequence of words into a meaningful, syntactically
structured representation.

1. They all ROSE.
2. He bought a ROSE.

The research on predictability effects and lexical ambiguity resolution led many 
researchers to conclude that context effects are relatively weak, with the result that
theories instead emphasized bottom-up aspects of processing – how words are identified.
The ambiguity research played an important role in Fodor’s (1983) development of 
his concept of modularity. The lexicon was seen as a paradigmatic example of an 
autonomous module in the comprehension system.
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Subsequent research has led many of these conclusions to be revised. Whereas the
word predictability studies initially argued for a limited role of context, later work sug-
gested that context effects could operate at levels other than predicting specific words.
Studies of semantic priming, for example, suggested that the processing of a word is
facilitated when preceded by a word with which it shares semantic features (e.g., McRae,
de Sa, & Seidenberg, 1997). Here the target words are not predictable, but facilitation
occurs nonetheless. Moreover, it is worth noting that most of the studies which suggested
that context effects are limited in scope examined reading rather than spoken language.
Written language does not exhibit many of the properties that make speech perception
such a difficult computational problem (e.g., variability with respect to rate, pitch, accent;
relatively lower signal – noise ratios; co-articulation and the absence of definitive mark-
ers for phoneme or word boundaries). The spoken code seems inherently more context
bound, insofar as the mere perception of sounds depends on the contexts in which they
occur (e.g., Samuel & Pitt, 2003).

As with the context research, the lexical ambiguity research was similarly reexamined.
Whereas initial studies had argued for activation of multiple meanings of ambiguous words
independent of context, subsequent research yielded a more complex picture. Several stud-
ies showed that contextual information could result in only one meaning of an ambiguous
word being considered online (e.g., Simpson & Kreuger, 1991). However, other studies
showed that context could not override all aspects of lexical knowledge, in particular the
relative frequencies of the meanings: there was still an ambiguity effect (computation of
multiple meanings) when contexts favored the less-frequent meaning of an ambiguous
word (Duffy, Morris, & Rayner, 1988). Thus, the system is apparently neither strictly mod-
ular nor completely context-bound. Kawamoto (1993) developed a computational model
that provided insight about these results. His system was not inherently modular, insofar as
nothing architectural prohibited contextual information from affecting meaning activation.
However, in practice lexical information was activated more rapidly, limiting the effects of
context. This is because there is a much closer relationship between the spelling or sound
of a word such as ROSE and its meanings than there usually is between either of the mean-
ings and the contexts in which they occur.

Finally, researchers began to question a key assumption underlying much of the 
research on lexical ambiguity: that words have discrete meanings that can be accessed
like entries in a mental dictionary. The meaning of a word routinely shifts as a function
of the context in which it occurs. Consider a word such as piano. It has a seemingly
simple, unambiguous common meaning: large keyboard instrument with steel wires
struck by felt-covered hammers (we are ignoring here the secondary musicological
sense meaning “soft in volume”). Yet different shades of meaning are involved in push-
ing a piano (where weight is relevant but musical properties are not) vs. playing a piano
(where the opposite is true; Merrill, Sperber, & McCauley, 1981). How to properly
characterize meanings is a difficult issue that has been addressed from many theoretical
and disciplinary perspectives (Margolis & Laurence, 1999). Here it is sufficient to note
that it may be an essential property of word meaning that it is computed in a context-
dependent manner every time a word is comprehended. This type of computation
seems inherently at odds with a modular lexicon that automatically and independently
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activates stored meanings and passes them along to other comprehension systems. The
creation of novel meanings from proper nouns (Clark & Clark, 1977) and the interpre-
tation of novel noun compounds (Gagne & Shoben, 1997) raise similar issues.

We do not have a general theory of lexical ambiguity resolution in hand; to have one
would be to solve a good part of the problem of language comprehension. However, this
research made it clear that a broad range of factors involving properties of both words
and contexts affect lexical ambiguity resolution, and that the interactions among these
many factors determine the outcomes that are observed.

2.3. Changing Views about Language Statistics

Languages exhibit statistical structure – variations in the distributions of elements such
as sounds, words, and phrases. Despite the existence of this structure, for many years
statistical analyses of language attracted little interest within mainstream linguistics and
psycholinguistics, principally because Chomsky (1957) compellingly argued that lan-
guage exhibits important properties that are not captured by mere statistics (as “Colorless
green ideas sleep furiously” illustrated). According to the probabilistic constraints
approach, however, comprehension essentially is the process of exploiting statistical
regularities of many kinds. Learning and using language seem like difficult problems
(ones that necessarily require innate grammatical knowledge, or learning or parsing
mechanisms) only because this statistical information was systematically excluded from
theorizing.

The ground-breaking studies that expanded notions about the range of information that
might be used in sentence comprehension were Bever (1970) and Ford, Bresnan, and
Kaplan (1982). In a classic article, Bever (1970) made a number of important observations
concerning syntactic complexity and ambiguity and the factors that can make sentence
comprehension difficult. Bever suggested that comprehenders are guided by perceptual
strategies that assign interpretations based on frequency and plausibility. He described a
specific strategy whereby comprehenders interpret noun-verb-noun sequences as agent-
action-object. Violating this expectation (as in Bever’s example “The horse raced past the
barn fell”) creates a misanalysis, which came to be known as a “garden path” effect
(Frazier, 1978). Ford, Bresnan, and Kaplan (1982) provided an early investigation of the
effects of lexical knowledge on sentence comprehension. They proposed that
comprehenders initially adopt an analysis of a syntactic ambiguity that incorporates the
most frequent subcategorization of the sentence’s verb (see also Fodor, 1978). Verb sub-
categorization refers to the noun phrase arguments a verb may take; for example move
may or may not have a direct object noun phrase. Ford et al. provided evidence consistent
with the idea that the several subcategorization options were ordered by frequency, and
that comprehenders consider sentence interpretations in the corresponding order.

Although their importance was widely recognized, the Bever and Ford et al. articles
did not immediately generate a program of research. One problem that inhibited further
progress was that the research tools that were available did not make it easy to calculate
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robust language statistics from large samples of text or discourse. This problem was
largely obviated in the 1990s, when resources such as the Wall St. Journal corpus
(Marcus, Santorini, & Marcinkiewicz, 1993) became publicly available and could be
analyzed using desktop computers. This methodological advance made it possible to
conduct behavioral studies examining the use of various types of statistical information
in comprehension (discussed below). A second problem was the absence of a theory that
could explain which language statistics are relevant, and how they could be learned, rep-
resented in memory, and efficiently used in processing. In the absence of such a theory,
it was not obvious how the Bever and Ford et al. findings could be extended. This prob-
lem also began to be addressed in the 1990s, with advances in the theory of statistical
learning within the connectionist framework, to which we now turn.

2.4. Development of the Connectionist Paradigm

The term “connectionism” refers to a broad, varied set of ideas, loosely connected (so
to speak) by an emphasis on the notion that complexity, at different grain sizes or scales
ranging from neurons to overt behavior, emerges from the aggregate behavior of large
networks of simple processing units. Our focus is on the parallel distributed processing
(PDP) variety developed by Rumelhart, McClelland, Hinton and others in the 1980s
(McClelland, Rumelhart, & Hinton, 1986). This approach includes a variety of concepts
that are potentially relevant to language. In brief, PDP networks consist of large numbers
of simple processing units that take on activation values. The connections between units
carry weights that determine how activation is passed between units. The network is con-
figured to perform a task (such as recognizing a word or object, or predicting the next
word in a sentence). Learning involves gradually adjusting the weights on connections.
The problem is to find a set of weights that yields performance that corresponds to human
performance on the task (e.g., with respect to accuracy, generalization, developmental
trajectory). Several algorithms can be employed for this purpose; they vary in how
closely they mimic properties of learning at neural or behavioral levels (see Harm &
Seidenberg, 2004, for discussion). Network performance is determined by several main
factors: (1) the architecture of the system (e.g., the configuration of units and connec-
tions); (2) the characteristics of the input and output representations; (3) characteristics
of the patterns used in training the model; and (4) characteristics of the learning
algorithm. In other words, the model’s performance depends on its initial state, what it
experiences, and how it learns from those experiences.

This theoretical framework has been discussed extensively elsewhere; here we focus
on three properties that inform the probabilistic constraints approach to comprehension.

First, the networks incorporate a theory of statistical learning. The main idea is that
one way that people learn (there may be others) is by gathering information about the fre-
quencies and distributions of environmental events. This type of learning is thought to be
general rather than language specific. Many nonhuman species are also capable of rudi-
mentary forms of statistical learning (Estes, 1955); humans may be distinct with respect
to the power of their statistical learning capacities. Language, for example, requires
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tracking correlations and covariation across multiple types of linguistic information
within and across modalities (e.g., a speech signal and the context in which it is uttered).

The applicability of these ideas to language was initially explored in the context of
learning inflectional morphology (Rumelhart & McClelland’s, 1986, past tense model)
and learning to read (Seidenberg & McClelland, 1989; Plaut McClelland, Seidenberg, &
Patterson, 1996; Harm & Seidenberg, 2004). The reading models in particular developed
the idea that lexical knowledge consists of statistical relations between orthographic,
phonological, and semantic codes. Learning then involves acquiring this statistical
knowledge over time. Subsequent research on statistical learning in infants and adults has
provided strong evidence consistent with this view. A wealth of studies now attest to
humans’ robust abilities to learn statistical patterns that inhere in diverse types of stimuli
(Saffran & Sahni, in press). The domain-generality of statistical learning is suggested by
studies showing that infants are equally good at learning the statistical structure in a
series of spoken syllables and a series of pure tones (Saffran, Aslin, & Newport, 1996;
Saffran, Johnson, Aslin, & Newport, 1999), and by similarities across auditory (Saffran
et al., 1996) and visual (Kirkham, Slemmer, & Johnson, 2002) modalities. This learning
mechanism provides a way to derive regularities from relatively noisy data, a property
that is likely to be highly relevant to the child’s experience in learning language.
Although some researchers have argued that specifically grammatical relationships are
not acquired by statistical learning (e.g., Marcus et al., 1999; Peña, Bonatti, Nespor, &
Mehler, 2002), these claims have been challenged (Perruchet, Tyler, Galland, & Peereman,
2004; Seidenberg, MacDonald, & Saffran, 2002).

Second, the models provide a basis for understanding why particular types of statistics
are relevant and not others. Above we described the main factors that determine a model’s
behavior (and, by hypothesis, a person’s). Note that this description did not include a
specification of which types of statistics a model should compute. It is not necessary to
stipulate this in advance because this aspect of a model’s behavior falls out of the other
factors. In practice, what a model learns is heavily determined by the nature of the rep-
resentations that are employed. These representations (e.g., of phonology or semantics)
are intended as (simplified) claims about what people know and bring to a task such as
language learning. This knowledge may be innate or may itself be learned by processes
to be explored in other models. The goal is to endow a model with exactly the knowledge
and capacities that people (infants, children, adults) bring to learning a task, although this
ideal is only approximated in any implemented model. Given the properties of these
representations, other aspects of the model architecture (e.g., number of units or layers;
patterns of connectivity between layers), and a connectionist learning algorithm, the
model will pick up on particular statistical regularities implicit in the examples on which
the model is trained. Thus, motivating the various elements of a model and how it is
trained is very important, but the model itself determines which statistics are computed.

This discussion is relevant to a concern that is often voiced about connectionist
models, that they are too powerful – capable of learning regularities that humans cannot
learn. In fact, what such models learn is highly constrained. Constraints on what is
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learned arise not so much from the learning algorithm itself as from other aspects of the
network, particularly properties of the representations that are used. For example, models
that represent articulatory or acoustic primitives in a realistic way are constrained by facts
about what people can say or hear.

Third, the framework provides a powerful processing mechanism, the exploitation of
multiple simultaneous probabilistic constraints. Information in a network is encoded by
the weights. The weights determine (“constrain”) the output that is computed in per-
forming a task. Processing involves computing the output that satisfies these constraints.
This output changes depending on what is presented as input (e.g., the current word being
processed in a network that comprehends sentences word by word).

This type of processing, known as constraint satisfaction, has several interesting prop-
erties. One is that the network’s output is determined by all of the weights. Such models
illustrate how a large number of constraints can be utilized simultaneously without im-
posing excessive demands on memory or attention. Constraint satisfaction is passive –
activation spreads through a network modulated by the weights on connections – rather
than a resource-limited active search process. Another important property is that the con-
straints combine in a nonlinear manner. Bits of information that are not very informative
in isolation become highly informative when taken with other bits of information. Much
of the power and efficiency of the language comprehension system arises from this
property. Languages exhibit many partial regularities. Different types of information are
correlated, but weakly. The comprehender cannot wholly rely on any one type of infor-
mation, but combinations of these partial cues are highly reliable. This concept may seem
paradoxical at first. If individual cues are unreliable, wouldn’t combinations of these cues
be even more unreliable?  No, not if cue combination is nonlinear. The informativeness
of each cue varies as a function of other cues. This point is easy to grasp by illustration.
Someone is thinking of an object – guess what it is. The cues are it is a fruit, it is yellow,
and its name begins with B. In isolation, each cue only weakly constrains the answer. The
combination of cues, however, makes it very likely that the object is banana.

The same process can occur on a sentence or discourse level. In the context of a
discussion of shopping and the syntactic environment of the determiner a, the word tie
probably refers to neckwear. This contingency holds despite the fact that all the simple
probabilities are quite low – by itself, a shopping context doesn’t demand that neckware
be discussed, the occurrence of a does not predict the word tie, and tie in isolation affords
several more frequent interpretations than the neckware one. 

The bases of constraint satisfaction systems have been explored extensively in the
computational literature. Connectionist models provide one way of implementing this
process, but there are symbolic systems that perform similarly (Mackworth, 1977). In the
psycholinguistic literature, the basic idea was introduced in Bates and MacWhinney’s
(1989) Competition Model. Bates and MacWhinney argued that language is compre-
hended by following “cues” that compete with one another and are weighed as a function
of their effectiveness in past comprehension events. The Competition Model incorporated
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the important ideas that many linguistic cues are learned and language-specific; that cues
could conflict and be differentially weighed; and the importance of integrating syntactic
and nonsyntactic information during comprehension. The probabilistic constraint 
approach can be seen as coupling many ideas embodied by the Competition Model with
proposals about the statistical basis of cues (“constraints”), and how multiple constraints
are learned, represented, and exploited in processing. The Competition Model has been
very important in research on how children acquire knowledge of language-specific cues,
how languages differ with respect to the relative prominence of different cues (e.g., word
order vs. inflectional morphology), and how cue competition affects the final interpreta-
tion of a sentence. The model had less to say about the integration of many simultaneous
probabilistic cues, or about online processes in comprehension (see Elman, Hare, &
McRae, 2004, for discussion). Also, in the connectionist models we have described, dif-
ferent alternative interpretations do not directly compete. The same weights are used in
processing all input patterns. The performance of the model (or person) depends on the
aggregate effects of exposure to many examples. There is nothing like parallel activation
of multiple alternatives, just the computation of the best-fitting output. “Competition” is
realized only implicitly, because alternatives have affected the weights, not by explicitly
computing and comparing alternatives.

In summary, the probabilistic constraints approach emphasizes the role of statistical
information concerning the occurrence and co-occurrence of different types of linguistic
and nonlinguistic information in language comprehension. Learning a language involves
acquiring this information from the large sample of utterances to which every learner is
exposed. The theory assumes that humans are born with (or soon develop) capacities to per-
ceive particular kinds of information (e.g., in listening), to engage in statistical learning, and
to encode what is learned in networks of neurons. Familiar types of linguistic representa-
tion such as phonemes, syllables, morphemes, words, and constituents are not represented
directly in memory; rather these terms are approximate descriptions for higher level statis-
tical generalizations that emerge with experience (e.g., Seidenberg & Gonnerman, 2000).
On this view, the learner builds (or “bootstraps”) a language out of statistical relations
among different types of information, and skilled language comprehension involves using
these statistical generalizations in processing utterances. These ideas have been extensively
explored in the context of syntactic ambiguity resolution, to which we now turn.

3. PROBABILISTIC CONSTRAINTS AND SYNTACTIC AMBIGUITY
RESOLUTION

Syntactic ambiguities arise when a sequence of words is compatible with more than
one sentence structure. Often the syntactic ambiguity coincides with a lexical ambiguity
of some sort. For example, in (3), there is an ambiguity between interpreting Carol as the
noun phrase (NP) direct object of the verb saw or the beginning of a sentential comple-
ment (often termed the NP/S ambiguity). This ambiguity is linked to lexical ambiguity in
the verb, which can optionally take either a direct object NP or a sentential complement.
The example also illustrates another common feature of syntactic ambiguities, at least in
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English, that they may be triggered by the omission of an optional word or phrase. Thus,
the sentential complement sentence in (1c) could be introduced with that (Shanta saw
that Carol …), which would remove the temporary ambiguity.

3a. Temporary ambiguity: Shanta saw Carol …
3b. NP direct object interpretation: Shanta saw [Carol], but Carol didn’t see her.
3c. Sentential complement interpretation: Shanta saw [Carol would be late].

A dominant concern in syntactic ambiguity resolution has been the timecourse over
which information is brought to bear on the ambiguity. The modular two-stage account
is exemplified by Frazier and colleagues’ Garden Path Model (e.g., Frazier, 1987; Frazier
& Clifton, 1996), in which the first-stage parser (the syntactic interpretation component
of the comprehension system) develops a syntactic structure for the input, guided by only
the lexical categories of the input words (noun, verb, etc.), the syntactic rules of the 
language, and by structure-based heuristics (Minimal Attachment and Late Closure) that 
direct structure building when more than one alternative structure is afforded by the
input. At some later point, a second stage integrates semantic and contextual information
into the representation, and if this information conflicts with the initial interpretation
built by the parser, the conflict may trigger a revision and reanalysis of the input.

The constraint-based view argues that the preference for one interpretation over
another during comprehension of an ambiguous sentence stems not from global heuris-
tics such as Minimal Attachment but from the rapid combination of many probabilistic
constraints. A key observation concerning such constraints is that different types of
information tend to be correlated; for example, a verb’s meaning is strongly related to 
the kinds of noun arguments it tends to appear with in sentences (Hare, McRae, & Elman,
2003; Levin, 1993; Roland & Jurafsky, 2002). As a result, even weak cues can combine
with other correlated cues and have a strong effect on interpretation preferences. Thus 
the approach links syntactic level information, such as knowledge about transitive 
sentence structures (those with a direct object in the verb phrase), to lexically specific 
information, such as the frequency with which a particular verb (bought, say) occurs with
a direct object, the frequency with which a noun (e.g., tie) occurs as a direct object, and
the conjoint frequency with which bought and tie co-occur in a verb/direct object con-
figuration. The correlation of cues has an important role in understanding how abstract
pragmatic constraints, often thought to be too complex to be brought to bear in online
ambiguity resolution, could have a rapid effect on the process. For example, new entities
introduced into a discourse are more likely to receive additional modification than are
previously mentioned (or “given”) noun phrases, thus affecting the probability that syn-
tactically ambiguous prepositional phrase will modify this noun phrase. The given/new
distinction is strongly correlated with the type of determiner used to introduce the noun
phrase; new entities often occur with a, and given ones with the. Thus a tie with is more
likely to have the with phrase modify the tie than is the sequence the tie with… (Spivey-
Knowlton & Sedivy, 1995). This pattern reflects how discourses are structured and might
require extensive computation in some cases, but the comprehender has a ready proxy in
the simple co-occurrence of some determiners and the interpretation of with.
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The contrast between two-stage and constraint-based accounts has often focused on
the extent to which the separate processing stages posited by two-stage models are
isolable. In the case of the Garden Path model, in which a purely syntactic first stage is
followed by use of all other types of information in a second stage, the issue is the extent
to which putatively second-stage nonsyntactic information could be shown to affect the
operations of the first-stage parser. A significant body of work in the 1980s and 1990s
used eye fixations during reading to address this issue, and a number of researchers sug-
gested that the earliest eye fixations on a small region of text reflected operations of the
first-stage parser, while later fixations were driven by second-stage semantic integration
processes (e.g., Rayner, Carlson, & Frazier, 1983). This view was motivated in part by
studies in which manipulations of semantic information in syntactically ambiguous sen-
tences were found to affect late eye fixations, but not early ones (e.g., Ferreira & Clifton,
1986; Rayner et al., 1983). Subsequent studies suggested that the delayed effects of non-
syntactic information in these reading patterns were attributable to weak or infelicitous
contexts or other biases in the ambiguous stimuli (Altmann & Steedman, 1988; Crain &
Steedman, 1985). More robust manipulations of context have shown clear evidence of the
use of nonsyntactic information in first pass reading measures (e.g., Garnsey,
Pearlmutter, Meyers, & Lotocky, 1997; Trueswell, Tanenhaus, & Garnesy, 1994) and
even in the first fixation durations on words (Speer & Clifton, 1998), a measure that has
often been taken as the earliest processing evidence obtainable with eyetracking (Rayner
et al., 1983). Moreover, as the nature of contextual effects received additional investiga-
tion, the number of potentially relevant constraints, and the interactions between them,
grew more complex. This trend can be illustrated by considering one particular ambigu-
ity in detail.

3.1. An Example: Main Verb vs. Reduced Relative Ambiguities

The structures considered here are probably the most thoroughly studied in psycho-
linguistics. The focus on these structures arose from Bever’s (1970) observation that
whereas the sentence The horse raced past the barn fell is taken to be gibberish by most
speakers of English, it is readily comprehended when two optional words (a relative 
pronoun and a form of be, such as that was) are inserted marking the start of a relative
clause, as in The horse that was raced past the barn fell. Another example, somewhat 
easier to comprehend, is given in (4). This is called the Main Verb/Reduced Relative
(MV/RR) ambiguity because it is initially unclear whether the first verb, raced in Bever’s
example and arrested in (4), is the main verb of the sentence (as in 4b) or is introducing
a reduced relative clause (4c). The clause is said to be “reduced” because of the omission
of the optional relative pronoun and a form of be.

4a. Temporary Main Verb/Reduced Relative Ambiguity: The three men arrested...
4b. Main Verb Interpretation: The three men arrested the burglary suspects in a parking

garage.
4c. Reduced Relative Interpretation: The three men arrested by the local police were

wanted in connection with the jewel robbery.
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Early studies of interpretation of this ambiguity manipulated the degree of contextual
information consistent with the reduced relative (RR) interpretation and found strong
misinterpretation or “garden-path” effects in reading patterns at all levels of contextual
support, indicated by long reading times in the sentence region that disambiguated the
ambiguity (Rayner et al., 1983; Ferreira & Clifton, 1986). These reading patterns were
taken to indicate that comprehenders initially adopted the main verb (MV) interpretation
(the one favored by the parsing heuristic Minimal Attachment) independent of context
and were surprised when the disambiguation favored the reduced relative interpretation.
Subsequent studies explored the nature of contexts in depth and suggested that interpre-
tation is guided by a number of probabilistic constraints, with the difficulty of a given
interpretation of the ambiguity typically a function of several constraints acting together.
Some of the major categories of constraints are listed below.

A. Animacy of the pre-verbal NP (e.g., men), as this affects the likelihood that this noun
will be the agent vs. patient of an upcoming verb, in that animate nouns are more typ-
ical agents. This constraint is important because the noun is the agent of the next verb
in the MV interpretation, and it is the patient of the verb in the RR interpretation
(Trueswell et al., 1994; but Ferreira & Clifton, 1986 failed to find animacy effects).

B. The relative frequency of usage of the ambiguous verb (e.g., arrested) in active vs.
passive structures, as the MV interpretation is an active structure while the RR is a
passive. Active/passive voice frequency is related to several intercorrelated properties
of the verb, including the verb’s frequency of occurrence in the past tense (required
for the active MV interpretation) vs. past participle (required for passives and the RR
interpretation), and its relative frequency of uses in transitive (with a direct object) vs.
intransitive (no direct object) constructions. The RR interpretation is always transi-
tive, but the MV may be intransitive (Hare, Tanenhaus, & McRae, 2006; MacDonald,
1994; MacDonald et al., 1994; Trueswell, 1996).

C. Plausibility of the pre-verbal NP as an agent vs. patient of the ambiguous verb, such
as the plausibility that men would be the agent vs. patient of arrested, what McRae,
Ferretti, & Amyote (1997) called thematic fit. It is an example of a combinatorial con-
straint, in that it integrates properties of at least two words and the information in con-
straints A-B above (McRae, Spivey-Knowlton, & Tanenhaus, 1998; Pearlmutter &
MacDonald, 1992; Tabossi, Spivey-Knowlton, McRae, & Tanenhaus, 1994). The
power of such combinatorial constraints can be seen in several reanalyses of failures
rapid effects of some simple constraint. For example, studies that found to find only
minimal effects of noun animacy or other broader discourse plausibility factors
(Ferreira & Clifton, 1986; Rayner et al., 1983) tended to use stimuli with verbs that
strongly promoted an active, intransitive interpretation. In this situation, verb biases
were working strongly in favor of the MV interpretation, and combinatorial con-
straints (over properties of both verbs and nouns) had little effect (MacDonald 
et al., 1994; Tanenhaus & Trueswell, 1995; Trueswell et al., 1994).

D. The basic frequency of the MV vs. RR structure. Within two-stage models, the initial
preference for MV structures stems from parsing heuristics such as Minimal
Attachment, but within the constraint-based tradition, this effect emerges from the
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fact that MV structures are more common than RR structures in the language (Bever,
1970; McRae et al., 1998).

E. The nature of the words after the onset of the ambiguity. In most empirical studies,
the first few words after the ambiguous verb constitute a prepositional phrase, such as
by the local police in sentence (4c) above. Depending on their lexical properties and
that of the preceding material, the post-ambiguity words may serve to promote one
or the other interpretation of the ambiguity. The constraints here can be simple, such
as the basic probability that by refers to an agent of an action (promoting the passive
and thus an RR interpretation) vs. a location (less constraining for the two alternative
interpretations), or the constraints may be combinatorial, such as properties of by
given a particular preceding verb or NP, as in by � the local police (MacDonald,
1994; McRae et al., 1998). Following the prepositional phrase, the relative clause typ-
ically ends in most stimulus materials, and the true main verb of the sentence is en-
countered, as in were wanted in (4c). Researchers often assume that encountering the
main verb completely disambiguates the string in favor of the RR interpretation, but
the degree of disambiguation actually varies greatly with particular stimulus items.
The major factor here is whether the main verb is itself ambiguous between a past
tense and a past participle interpretation. A tense ambiguity at the main verb permits
a second temporary MV/RR ambiguity in the stimulus sentence, as in The witness 
examined by the lawyer turned out to be unreliable (from Ferriera & Clifton, 1986).
Here turned initially permits a RR modifying lawyer (as in the lawyer turned in by
the detective), so that a definitive disambiguation is delayed. Stimuli with this second
ambiguity are rare in most studies (including in Ferreira & Clifton), but they may be
a source of additional noise in the reading data in some experiments. This additional
ambiguity also serves to reinforce the point about the large number of constraints that
can influence ambiguity resolution here.

F. The thematic role of the pre-verbal noun. Relative clauses are more natural when the
head noun is a theme of the action (the flowers (that were) sent to the performer…)
than when the recipient of the action is the head noun (the performer (who was) sent
the flowers…) (Keenan & Comrie, 1977). The rarity (or oddness) of modifying a Goal
role decreases the likelihood of a reduce relative interpretation, and some studies that
have found poor use of nonsyntactic constraints have tended to contain stimuli in
which the goal role is relativized (e.g., Rayner et al., 1983), which strongly promotes
the MV interpretation. This bias also interacts with the effect of post-verbal words
described in point E, in that when the goal NP is modified as in the performer sent
the flowers, the words after the ambiguous verb (the flowers) can strongly promote
the MV interpretation (Tabor, Galantucci, & Richardson, 2004).

G. Constraints from the broader discourse that could promote either interpretations.
These constraints include whether the discourse makes it plausible to modify the
first noun, which promotes an RR interpretation (Altmann & Steedman, 1988;
Crain & Steedman, 1985; Ni, Crain, & Shankweiler, 1996; Sedivy, 2002), whether
the tense of the verbs in prior discourse promotes interpretation of the ambiguous
verb as a past tense or past participle (Trueswell & Tanenhaus, 1991), and factors
affecting the likelihood of using a reduced vs. unreduced relative clause form in
various discourse situations (McKoon & Ratcliff, 2003). The influence of these
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discourse-level constraints may be modulated by more robust lexical-level con-
straints. For example, Filik, Paterson, and Liversedge (2005) found the extent to
which attention-focusing words such as only influenced ambiguity resolution (Ni et
al., 1996; Sedivy, 2002) varied with the range of alternative interpretations permit-
ted by the ambiguous verb.

This and similar lists of potential constraints and their interactions (Townsend &
Bever, 2001; Tanenhaus, Spivey-Knowlton, & Hanna, 2000) suggest why comprehension
of the MV/RR ambiguity can sometimes succeed easily and other times fail miserably.
Successful comprehension occurs when a variety of constraints strongly promote the
ultimately correct reduced relative interpretation at an early point in the ambiguous
string, and garden-pathing occurs when the evidence strongly favors the incorrect inter-
pretation, as in The horse raced past the barn fell. 

3.2. Computational Modeling of Constraint-Based Theory

The probabilistic constraints approach draws heavily on computational concepts such
as constraint satisfaction. One way of exploring such concepts is by implementing simu-
lation models. Modeling is a tool that can be used for different purposes; here we
describe three ways computational models have been used in the development of the con-
straint-based approach. 

1. As a tool for developing and illustrating novel theoretical concepts and analyses of
the comprehension process. These models tend to be narrow in scope and tied to
phenomena rather than the results of particular behavioral studies. Perhaps the most
influential example is the work of Elman (1990), who developed the concept of a
simple recurrent network in which the task is to predict the next word in a sentence
given the current word and information about the prior context (in Elman’s
networks, the state of the hidden unit layer). Elman’s models exhibited several
interesting behaviors: they learned to predict words that were grammatical contin-
uations of sentences; they formed representations of the grammatical categories of
words; they encoded long-distance dependencies, not merely transition probabili-
ties between adjacent words. The models introduced the important idea that
sentence comprehension could be construed as following a trajectory in the state-
space defined by a recurrent network. The models also helped to revive the idea that
prediction might be an important component of sentence interpretation; recall that
early results suggesting that words are not generally predictable from context
(Gough et al., 1981) led to the view that contextual effects were weak and
unhelpful. However, Elman’s networks, and other connectionist approaches that
emphasized distributed representations, suggested that comprehension processes
might incorporate partial predictions where expectations are generated for certain
semantic or syntactic properties of the upcoming input, even if exact words
themselves are not predicted. There is now increasing evidence that human com-
prehension processes incorporate these predictive elements (e.g., Altmann, van
Nice, Garnham, & Henstra, 1998; McRae, Hare, Elman, & Ferretti, 2005).
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The St. John and McClelland (1990) model combined an Elman network with a dis-
tributed hidden layer of sentence meaning representations (the “sentence gestalt”).
The model took simple sentences as input and was trained to answer queries about the
thematic roles of noun phrases. The fact that the model was trained to represent
meaning rather than predict upcoming words made it an interesting departure from
other models of sentence processing, but it was very limited in scope, having a small
number of words and thematic roles. The model also could not interpret multi-clause
sentences, a serious limitation given the centrality of these constructions in syntactic
and psycholinguistic research. Rohde (2002) adapted and expanded the St. John and
McClelland architecture in a much larger model. His model replicated several key
results in human sentence interpretation, but also behaved in some ways that differed
from humans. Further research would be needed to determine whether these limita-
tions could be overcome within this architecture.

A final example is Allen and Seidenberg’s (1999) model in which both comprehen-
sion and production were simulated within a single network. They used the model to
illustrate a theory of how people make grammaticality judgments, and how, paradox-
ically, this ability could be maintained in aphasia (Linebarger, Schwartz, & Saffran,
1983). The model also illustrated why a sentence such as “Colorless green ideas sleep
furiously” is judged grammatical even though the transition probabilities between
words are low.

None of these models are “complete” in any sense, and the limitations on their scope
allow the possibility that the results are not general. Nonetheless, these models are
important as vehicles for introducing novel mechanisms, approaches, and analyses.

2. As a procedure for discovering the statistical regularities implicit in a large corpus of
utterances, as discussed above. This application of modeling has been used mainly in
studies of language acquisition; studies by Mintz (2003), Redington, Chater, and
Finch (1998) and others show how representations of grammatical categories can be
derived from distributional information. Cassidy, Kelly, and Sharoni (1999) used a
simple feedforward network as a procedure for discovering phonological correlates of
proper names. Haskell, MacDonald, and Seidenberg (2003) used a network to dis-
cover phonological properties associated with adjectival modifiers in English.
Mirković, MacDonald, and Seidenberg (2005) developed a model that learned much
of the complex inflectional system for nouns in Serbian, and showed that gender was
cued by correlations between phonology and semantics.

3. As a way of accounting for behavioral data. This usage is akin to models of word
reading that simulate the results of behavioral experiments (e.g., Harm & Seidenberg,
2004). Some simple recurrent networks (SRNs) have been used for this purpose.
These SRNs are typically subject to additional analyses that allow their behavior to
be linked to measures of human performance (Christiansen & Chater, 1999;
MacDonald & Christiansen, 2002; Tabor, Juliano, & Tanenhaus, 1997; Tabor &
Tanenhaus, 1999). For example, MacDonald and Christiansen computed an error
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measure, called Grammatical Prediction Error, that provided a good fit with reading
times in studies of relative clause comprehension. Tabor, Juliano, & Tanenhaus,
(1997) and Tabor and Tanenhaus (1999) related model performance to reading times
using a different approach. They coupled an SRN and a dynamical processor that was
designed to relate hidden unit representations to a sentence interpretation. The
dynamical processor’s ability to settle on an interpretation varies with past experi-
ence, and processor time can be related to reading times in behavioral studies.

Another class of models directly addresses the process of constraint-weighing during
comprehension and the linkage between these processes and behavioral data (Elman et al.,
2004; McRae et al., 1998; Spivey & Tanenhaus, 1998). These models are not simulations
of sentence comprehension per se but rather test claims for activation of alternative
interpretations at different points in a sentence. Moreover, the models have no learning
component but are instead hand-tuned to the properties of particular stimulus sentences
from one or more existing behavioral study, potentially yielding a transparent relationship
between the activation levels in the model and the pattern of behavioral data. For exam-
ple, McRae et al. modeled the interaction of six constraints in the MV/RR ambiguity. They
developed stimulus materials for an empirical study and used a combination of corpus
analyses and questionnaire studies to assess the degree of constraint promoting MV vs.
RR interpretations for each of their stimulus items. The constraints were implemented in
a simple localist model in which each constraint and each interpretation of the ambiguity
are represented by single nodes in a network. The model simulates the timecourse of con-
straint interaction because constraints are combined at each word position, and the
alternative interpretations receive activation as a function of the combined constraint
strength at that point. The alternative interpretations compete with one another, so that
activation of one alternative drives down activation of the other. McRae et al. used the
model to test two alternative accounts of ambiguity resolution for this structure by vary-
ing the time at which different constraints were available to the model. In one model, all
syntactic and nonsyntactic constraints were available as soon as the relevant words were
encountered in the sentence; this model corresponded to the claim that ambiguity resolu-
tion is accomplished through the rapid integration of multiple probabilistic constraints. In
the second model, a syntactic constraint favoring the MV interpretation was allowed to
have an early effect, and non-syntactic constraints (verb tense frequencies and the plausi-
bility of a noun being an agent or patient of a verb) were delayed for several words. This
model was designed to simulate predictions of a two-stage model, in which the MV inter-
pretation is adopted in the first stage and use of non-syntactic information is delayed until
the second stage. McRae et al. found that the more interactive model was a better fit to the
data than the one in which non-syntactic constraints were delayed. They argued that the
addition of modeling provides a much stronger test of alternative accounts than empirical
work alone, in that the modeling effort forces commitments to particular claims about
constraint interaction and its timecourse.

This brief summary serves to show that a wealth of ideas about sentence compre-
hension and related aspects of language have been explored using implemented
connectionist models.
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4. STATE OF THE SCIENCE: CONTROVERSIES, UNRESOLVED ISSUES,
AND FUTURE DIRECTIONS

The approach we have described is ambitious and yet still in the early stages of devel-
opment, and so there are many gaps that researchers are attempting to address. We there-
fore conclude this chapter by considering a series of questions.

4.1. Statistics All the Way Down?

A number of researchers have taken issue with constraint-based approaches to language
comprehension processes (e.g., Frazier, 1995, 1998; Townsend & Bever, 2001). We have
discussed some of these concerns elsewhere in this chapter, and our focus in this section
will be on empirical studies that are designed to provide evidence that important aspects
of language comprehension have a nonstatistical basis, contradicting a basic tenet of the
approach. For example, McKoon and Ratcliff (2003, 2005) have challenged the constraint-
based account of ambiguity resolution in the MV/RR construction, and more broadly,
suggested that difficulty with RR sentences such as The horse raced past the barn fell, lie
not in their temporary ambiguity but in the incompatibility between the construction and
the verb’s meaning (specifically, that race is a verb with internally caused changes of
state). They suggest that the RR sentences and their “unreduced” counterparts, such as The
horse that was raced past the barn fell, have subtly different meanings and uses, such that
internally caused change of state verbs can appear in unreduced but not reduced relative
clauses. This approach, in which certain reduced relatives are nonsensical rather than
merely ambiguous, to some degree indicts all ambiguity resolution approaches to this con-
struction. McKoon and Ratcliff’s claims have been forcefully countered by McRae, Hare,
and Tanenhaus (2005) and Hare et al. (in press). They trace the difficulty in McKoon and
Ratcliff’s examples to the frequency of passive uses of the ambiguous verbs (see constraint
B in the list above), disentangle this property from meaning components, and provide
additional evidence for a constraint-based account of this ambiguity.

Perhaps the most direct empirical challenge to the constraint-based accounts comes
from work by Pickering, Traxler, Van Gompel, and colleagues (e.g., Traxler, Pickering,
& Clifton, 1998; Van Gompel, Pickering, & Traxler, 2001; Van Gompel, Pickering,
Pearson, & Liversedge, 2005), who have argued that constraint-based accounts make
incorrect predictions about reading times for certain ambiguities. Specifically, they ob-
serve that constraint-based accounts predict that comprehension times should be longer
for ambiguous sentences compared to unambiguous ones, owing to the fact that ambigu-
ous sentences engender competition between alternative interpretations. In a series of
studies using several different ambiguous constructions, these authors have found that
globally ambiguous sentences are read more quickly, not more slowly, than unambigu-
ous sentences. They suggest that these data argue against a constraint-based account and
instead support a two-stage model in which multiple sources of information may affect a
sentence’s initial interpretation. However, Green and Mitchell (2006) found that the
McRae et al’s., (1998) computational model generally did not enter into an extended
(period of competition for globally ambiguous sentences, and thus there is no prediction
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for longer reading times for these items relative to disambiguated ones in these models.
Green and Mitchell’s simulations uncover behavior in the model that runs contrary to the
assumptions that Traxler et al. (1998) and Van Gompel et al. (2001, 2005) made about
model performance, and their simulation results emphasize the pitfalls of relying on
intuition for how an implemented model will behave. More generally, these behavioral
results and simulations will serve to push alternative accounts to be more precise, espe-
cially about predictions for sentences (like globally ambiguous ones) for which people
find it difficult to compute an interpretation online. Fodor (1982) and Kurtzman and
MacDonald (1993) discussed the possibility that certain global quantifier scope ambigu-
ities may never be fully resolved by comprehenders, and perhaps global syntactic ambi-
guities also may not always receive a definitive resolution (see also Ferreira, Ferraro, &
Bailey’s, 2002, account of “good-enough” sentence interpretation and brief remarks
about strategic effects in reading below). 

4.2. Which Statistics?

Languages exhibit many properties that can be counted; some, such as how often verbs
follow nouns, seem more relevant than others, such as the frequency distribution for
words in the third position in sentences. In a fully specified theory of language compre-
hension, it would be clear which statistical regularities people encode and use in pro-
cessing, and why. Clearly, we do not have anything like that kind of theory in hand; we
have some evidence about the use of particular statistics that supports the general theo-
retical framework. As discussed above, in principle it should not be necessary to specify
“the statistics that are relevant to language” a priori because that information should fall
out of an automatic procedure: a neural network (or similar formalism) that processes
language, subject to constraints imposed by the architecture, representations, and input.
This procedure also approximates the experience of the child, for whom the relevant
statistics are learned rather than pre-specified. Above, we summarized modeling research
that represents important progress toward this ideal, and some models (in limited
domains) have generated testable predictions. However, there are practical limits on
building large-scale models, and analyzing the behavior of a complex dynamical system
becomes difficult. These conditions make it difficult to use a computational model as an
independent, hands-off way of determining which statistics are relevant. For a skeptic,
the absence of a complete model creates the possibility that the statistical approach is
vacuous because it can explain any result. No matter how an experiment turns out, the
argument goes, a researcher can find a statistic or combination of statistics that can
account for the pattern of results. The approach is therefore not merely unfalsifiable (i.e.,
able to fit all patterns that do occur); it can also fit patterns of data that never occur.

While it is important to acknowledge the limits of current knowledge, these concerns are
not realistic. First, the methodology used in this research does not involve collecting behav-
ioral data and then finding statistics to fit the results. Rather, researchers test hypotheses 
developed from several sources: linguistic theory; existing empirical findings; close analyses
of examples (e.g., data mining a corpus); and other types of theorizing (e.g., about why
languages exhibit particular kinds of statistical regularities; see below). Second, the strategy
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of tailoring one’s statistical analysis to fit a particular set of data would be self-defeating, be-
cause it results in overfitting: the results will not generalize to other data of the same sort (see
Seidenberg & Plaut, 2006, for a discussion of this issue with respect to models of word read-
ing). Third, the grain of the behavioral data is such that the number of constraints that actu-
ally account for detectable variance is relatively small (although not easily accommodated
by factorial designs). The theory states that performance is determined by the aggregate ef-
fects of all of one’s experiences with language; out of this highly variable set of data, some
very strong regularities arise, and these end up being the ones that can account for observ-
able behavior.2 Finally, the idea that there will always be a statistic or combination of statis-
tics to fit any data pattern greatly misjudges the extent to which language structure is
constrained. There aren’t unlimited degrees of freedom in accounting for the data because
there aren’t unlimited degrees of freedom in how a language can be structured. It is true
that the number of language statistics that can be calculated is nearly infinite, but most
of them are meaningless. The fact that we can calculate language statistics that do not
account for data is not a problem if there are other bases for determining which statistics
are relevant.

4.3. Different Models for Different Phenomena?

Above we suggested that implemented models have been important in developing 
and testing the probabilistic constraints approach. Such models are as yet limited in
scope, and many important linguistic phenomena have yet to be addressed. A deeper con-
cern is that every model is different, i.e., different models have been applied to different 
phenomena. Where is the integrative model that would subsume the broad range of phe-
nomena that have as yet been investigated using many different models?

We are sympathetic to the concerns that are raised by using different models for dif-
ferent phenomena. It would a problem if the principles that explain one phenomenon,
studied using one architecture, are incompatible with the principles that explain some
other phenomenon, studied using another architecture. Perhaps such models can only
succeed when narrowly focused, as might be seen if a more general model were
attempted. There probably is no simple way to address this issue, or a simple, preferable
alternative. In the early stages of developing this approach it has been necessary to
merely demonstrate that it is sufficient to account for interesting phenomena, given 
the general climate of skepticism about statistical methods and connectionist models in
the study of language. Further progress would be achieved if, as additional models 
are developed, researchers were able to identify which general computational properties
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are crucial. These principles are more important than the characteristics that differentiate
implemented models. This approach has achieved some success in the domain of single
word reading. Researchers have identified a small set of critical computational principles,
which have been explored in a succession of models. Each model is slightly different than
the others (because of advances in understanding network properties or because they
focus on different phenomena), but they are governed by the same principles. It is the set
of principles and how they apply to a set of phenomena that constitute the explanatory
theory, not the properties of individual models.

Achieving this deeper level of understanding language comprehension requires much
more research: more models addressing a broader range of phenomena; comparing dif-
ferent architectures with respect to the same phenomena; analyzing models to identify the
properties that are critical to achieving human-like performance. This is an ambitious
agenda and it is not clear whether there are enough researchers with the sufficient tech-
nical skills and interest in the approach to achieve these goals. Moreover, it is not clear
whether it is either feasible or desirable to develop a genuinely integrative model of broad
scope. As Seidenberg and Plaut (2006) observed,

The concept of a complete, integrative model is a non sequitur, given the nature of
the modeling methodology, particularly the need to limit the scope of a model in
order (a) to gain interpretable insights from it and (b) to complete a modeling pro-
ject before the modeler loses interest or dies. The goal of the enterprise, as in the
rest of science, is the development of a general theory that abstracts away from 
details of the phenomena to reveal general, fundamental principles (Putnam, 1973).
Each model serves to explore a part of this theory in progress.

We think it’s important to keep in mind that models are tools, not the goal of the theo-
retical enterprise. The limitations of individual models are tolerable if they yield insights
about puzzling phenomena, generate testable hypotheses, and promote theoretical deve-
lopment. 

4.4. Where Do Language Statistics Come From?

Within the constraint satisfaction account, a fine grained characterization of the statis-
tical regularities constraining the interpretation of ambiguities is important to capturing
behavioral data. As much of the above discussion suggests, the complexity of the system
makes this accounting a nontrivial enterprise. Some insight into the constraints, and a
broader account of language performance, may emerge from addressing the question of
the origin of the statistical regularities in language. That is, why do languages exhibit cer-
tain statistical properties and not others? At least three forces may modulate the statistics
of a language. First, some statistical regularities may be shaped by conceptual structures
(McRae, Ferretti, & Amyote, 1997), so that aspects of our (nonlinguistic or pre-linguistic)
thinking constrains the form of utterances. Second, statistics may be shaped by language
producers’ sensitivity to limits on our comprehension abilities, so that producers tailor
their utterances to those that are more easily understood, in the process creating statistical
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regularities in the language. The extent to which speakers are sensitive to listener needs is
not fully resolved, but certainly there are at least some clear examples of speakers tailor-
ing speech to their audience, such as the broad differences in the character of child- and
adult-directed speech. Finally, some statistics may emerge from the production process
itself. MacDonald (1999) and Gennari and MacDonald (2004) argued for this approach,
termed the Production–Distribution–Comprehension (PDC) account, which suggests that
certain statistical patterns emerge from language producers’ needs to maximize fluency
during production. For example, speakers appear to adopt syntactic structures for their
utterances at least in part to yield an utterance in which more highly “accessible” words
are uttered early, where accessibility here refers to a variety of conceptual, lexical, and per-
haps articulatory properties that affect the ease of articulating a particular word or phrase
(Bock, 1987). MacDonald (1999), Gennari and MacDonald (2004) and Race and
MacDonald (2003) have applied this logic to several different comprehension issues and
have argued that comrprehenders’ preferences to interpret ambiguities in favor of one vs.
another alternative structure can be linked to the relative frequency of those alternatives in
the language, owing to speakers’ and writers’ syntactic choices during the production
process. These choices in turn stem from biases inherent in the production system, such as
to place shorter sentence elements (words or phrases) before longer ones, or to place
pauses or small optional function words before sections of high-production complexity. If
this view is on the right track, then an increased understanding of constraint satisfaction
in sentence comprehension will emerge from a better grasp of how the production process
promotes certain production choices (word orders, word-structure co-occurrences, struc-
ture-discourse co-occurrences, etc.) and discourages others.

4.5. Where To Go Next?

In presenting this approach, we have already mentioned several important directions
for future research. We will close by mentioning three more. First, as detailed in the chap-
ter by Trueswell and Tanenhaus in this volume, researchers are beginning to expand the
range of constraints that comprehenders consider by investigating the extent to which
comprehenders integrate the visual scene and other aspects of conversational interaction.
This work allows an investigation of comprehension of speech, in contrast to the vast ma-
jority of studies discussed in this chapter, which have investigated written language.
Second, returning to the written language realm, something that would benefit all theo-
retical perspectives is to increase our understanding of reading data and its relationship
to computational accounts of comprehension processes. Researchers from many theoret-
ical perspectives agree that the theorizing and the data are not well matched, in that cer-
tain reading patterns are compatible with radically different interpretations of ambiguity
resolution processes (e.g., Lewis, 2000; Tanenhaus, 2004; Van Gompel et al., 2001). This
situation may be traced to some combination of imprecision in theoretical claims,
inability of reading or other dependent measures to resolve fine-grained predictions about
timecourse, insufficient consideration of the possibility that reading and other dependent
measures may reflect comprehenders’ strategies so that the data may not be a “pure”
reflection of the ambiguity resolution processes. That is, we all know that a novel, a
newspaper, and a chemistry textbook elicit different reading behaviors, yet there is very
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little appreciation among researchers of the degree to which reading strategies might vary
with the nature of filler items or comprehension questions in experiments and the extent
to which these strategic components could be affecting reading patterns that are attributed
to “automatic” sentence processing operations.

Third, the constraint-based approach affords the opportunity to investigate the
relationship between acquisition and skilled performance. The focus in adult compre-
hension has been on timecourse, specifically the speed with which comprehenders can
bring constraints to bear on linguistic input, and there has been relatively little
discussion of the learning mechanisms by which comprehenders come to possess the
relevant constraints. The claim that the learning is inherently statistical invites research
into the extent to which there is continuity between acquisition and adult performance
and the extent to which a statistical learning account will prove adequate to explain the
child’s rapid mastery of language. These questions link to an enormous and ongoing
research enterprise in child language acquisition, one with its own controversies and
struggles to match theory and data. It is therefore an exciting possibility for theoretical
development that the studies of the adult state and the acquisition process in the child
might be mutually informative and constraining.
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Chapter 16
Eye-Movement Control in Reading

Keith Rayner and Alexander Pollatsek

1. INTRODUCTION

Psychologists interested in language processing have increasingly turned to the use of
eye movement data to examine moment-to-moment processing (Liversedge & Findlay,
2000; Rayner, 1998; Rayner & Liversedge, 2004; Starr & Rayner, 2001).1 This, in our
view, is not surprising because eye movements represent one of the best ways to study
language comprehension processes. In comparison to other available techniques (see
Haberlandt, 1994; Rayner & Sereno, 1994a), eye-movement data provide a relatively nat-
ural, on-line method for investigating critical psycholinguistic issues. Importantly, eye
movements during reading are not part of an artificially induced task – they are part of
the normal reading process. In addition, monitoring readers’ eye movements does not
perturb their normal reading rate. Although it has been the case in the past that studies
utilizing eye-movement data have typically required the position of the head to be fixed
(by the use of a bitebar or chin rest), this is not necessarily the case at the present time
(although the most accurate eye-tracking data invariably result from having a partici-
pant’s head fixed). This constraint is sometimes viewed as introducing an unnatural
component to reading. However, our view (see also Rayner & Sereno, 1994a) is that par-
ticipants in eye-movement experiments read quite normally. This is supported by data 
reported by Tinker (1939) that indicate that reading rate and comprehension do not 
differ when readers read text in a laboratory situation with their eye movements recorded
and when they read in normal conditions (i.e., without a fixed head).

We do not think that the only way to study reading is by examining the eye-movement
record. In building a theory of language comprehension, it is necessary to obtain 
converging evidence from various sources. Thus, other tasks, such as word-by-word
self-paced reading, rapid serial visual presentation (RSVP) of sentences, event-related
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potentials (ERP), and so on, have their place and many of them undoubtedly probe 
the nature of readers’ mental representations and provide useful information about on-
line processing of language. However, we think that among the current methodologies,
the eye-movement technique does the best job of revealing moment-to-moment
processes in reading.

A second general point that we wish to make is that psycholinguists interested in language
processing often use eye-movement data without understanding some of the basic issues un-
derlying the technique (see Rayner, 1998; Rayner & Liversedge, 2004). That is, it is now rel-
atively easy to obtain eye-movement data (as many companies that market eye-trackers also
provide software for data analysis), and many researchers seem to be primarily interested in
seeing if their manipulation has an effect on the eye-movement record. However, we would
argue that it is quite important for such researchers to know something about eye movements
per se since properties of the oculomotor system could well be influencing the results
obtained. In this chapter, we will provide an overview of what is known about eye move-
ments in reading, and the relationship between eye movements and cognitive/linguistic
processing. We will focus primarily on eye movements and lexical processing, though we
will also touch on some research dealing with parsing and discourse processing. In large
part, we will argue that the movements of the eyes through the text is primarily driven by
lexical processing, with higher-order processing intervening when something does not com-
pute well. We will also describe some recent models of eye-movement control in reading,
though we will focus primarily on our own model (the E–Z Reader model).

2. BASIC FACTS ABOUT EYE MOVEMENTS IN READING

During reading, we typically have the impression that our eyes are gliding smoothly
across the page. However, this is an incorrect impression; instead the eyes make a series
of rapid movements (called saccades) separated by periods of time when the eyes are rel-
atively still (called fixations). It is only during the fixations that new visual information is
encoded from the text because vision is functionally suppressed during the saccades.
Fixations typically last about 200–250 ms, although individual fixations in reading can be
as short as 50–100 ms and as long as 500 ms. Distributions of fixation durations look like
normal distributions (with the mean around 200–250 ms) that are skewed to the right.
Typically, saccades last roughly 20–40 ms; the duration of the saccade depends almost ex-
clusively on the size of the saccade. Saccades moving from the end of one line to the next
(called return sweeps) typically last longer than the movements that progress along a line,
and they also tend to undershoot the intended target. Thus, a return sweep will often be
followed by a corrective movement to the left (when reading English). Nevertheless, the
first fixation on the line is typically 5–7 letter spaces from the beginning letter on the line;
likewise, the last fixation on a line is also typically 5–7 letters from the last letter in the
line. Thus, only about 80% of the text typically falls between the extreme fixations.

While the two eyes begin moving at about the same time, it turns out that the eyes do
not land in exactly the same place in a word. Liversedge, White, Findlay, and Rayner
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(2006; see also Heller & Radach, 1999) recently demonstrated that in as much as 50% of
the cases, the two eyes are not aligned on the same character. Nevertheless, despite this
divergence (which does vary as a function of line location), the effect of linguistic pro-
cessing is still apparent in the eye-movement record (Juhasz, Liversedge, White, &
Rayner, 2006).

The saccades per se serve the function of bringing a given region of text into foveal 
vision for detailed analysis. A given line of text falling on the reader’s retina can be 
divided into three different regions with respect to the reader’s point of fixation: foveal,
parafoveal, and peripheral. The foveal region corresponds to the central 2° of visual angle
around the fixation point (for text at a normal viewing distance, 1° of visual angle is
equivalent to roughly 3–4 letters); the fovea is specialized for processing detail. The
parafoveal region of a line extends from the foveal region out to about 5° of visual angle
to each side of fixation. Readers are able to acquire some useful letter information from
this region (see Section 3.1). The peripheral region includes everything on the line 
beyond the parafoveal region. Beyond the fovea, acuity drops off markedly and words
that are not located in the fovea are difficult to identify. Indeed, reading on the basis of
non-foveal information is difficult if there is parafoveal information and impossible if
only peripheral information is available (Rayner & Bertera, 1979). Although readers are
aware of the ends of lines and other gross aspects of the text, information in peripheral
vision tends to be of little use in reading.

The average saccade size in reading is about 7–9 letter spaces.2 However, just as with
fixation durations, there is quite a bit of variability in saccade size: some saccades are as
short as one letter and some can be over 20 letter spaces (though the longest saccades typ-
ically follow a regression and take the eyes to a point ahead of the point at which the
regression was launched). The variability that exists in both fixation duration and saccade
size is related to processing activities: when text is difficult, readers make longer
fixations and shorter saccades. Furthermore, when text is difficult, readers move their
eyes backwards in the text (these backwards movements are called regressions).
Regressions occur about 10% of the time in skilled readers. Many regressions are short
(back to the word just to the left of the current fixation) and probably reflect either ocu-
lomotor irregularities or else word recognition difficulties; other regressions are longer,
and probably reflect comprehension difficulties. Interestingly, there also appears to be an
inhibition of return component to regressions as fixations preceding saccades to previ-
ously fixated words are longer than saccades to skipped words (Rayner, Juhasz, Ashby,
& Clifton, 2003).

Much of the research on eye movements and reading has focused on fixation time on a
word (or on reading time for larger segments of text). However, both the probability of a
regression from a word and the probability of skipping a word are often examined as well.
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Part of the variability in saccade length discussed above is related to word skipping (gen-
erally, skipped words are processed even though they are not fixated). Skipping is not ran-
dom, as short words (three or fewer letters) are skipped fairly frequently, six-letter words
are usually fixated, and words that are eight letters or longer are rarely skipped (Brysbaert
& Vitu, 1998; Rayner & McConkie, 1976). Other factors influence skipping as content
words are typically fixated about 83% of the time, whereas function words (which obvi-
ously tend to be shorter) are fixated only 19–38% of the time (Carpenter & Just, 1983;
Rayner & Duffy, 1988). (We will return to factors that influence skipping below.)

While eye-movement data are very informative with respect to lexical processing and
understanding reading, they are not perfect reflections of the mental activities associated
with comprehension. There is a purely motoric component of eye movements, and low-
level visual and oculomotor factors can also influence fixation time and saccade length.
Nevertheless, very useful information can still be obtained from the eye-movement record.

3. CRITICAL ISSUES IN USING EYE-MOVEMENT DATA TO STUDY
READING

If one is interested in using eye-movement data to study some aspect of language com-
prehension during reading, there are a number of issues inherent in using eye movements
that need to be addressed. We will briefly discuss the following issues: the perceptual
span, integration of information across saccades, control of eye movements, and meas-
ures of processing time.

3.1. The Perceptual Span

How much information do readers process on each fixation? What is the size of the ef-
fective field of view? These questions are clearly related to issues of acuity that we dis-
cussed above. Clearly, for readers of English, most of the useful information is confined
to the foveal and parafoveal regions. Indeed, studies by McConkie and Rayner (1975),
Rayner (1975), and Rayner and Bertera (1979) using gaze-contingent display change 
paradigms have confirmed this. With these techniques, either the global amount of infor-
mation available to the reader can be precisely controlled (as in the moving window 
paradigm, McConkie & Rayner, 1975; Rayner & Bertera, 1979), or the amount and type
of information in a specific region can be precisely controlled, as when a preview word
is changed to a target word mid-saccade (as in the boundary paradigm, Rayner, 1975).
These experiments, and many that followed (see Rayner, 1978, 1998 for reviews) have
demonstrated that for readers of English (and other alphabetic writing systems), the span
of perception (or region of effective vision) extends from 3–4 character spaces to the left
of fixation (or the beginning of the currently fixated word) to 14–15 character spaces to
the right of fixation. Futhermore, readers do not acquire useful information from lines
below the one they are fixating (Pollatsek, Raney, LaGasse, & Rayner, 1993). Given that
information from the rightmost part of the perceptual span is typically rather gross in-
formation, the region of word identification on the current fixation is even more restricted
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(to typically no more than 7–8 letters to the right of fixation, although the exact size of
the region varies as a function of the text being read).

The fact that the word identification span is restricted turns out to be very advanta-
geous for researchers interested in using eye movements to study on-line language pro-
cessing. If readers could process words from a wide range around their point of fixation,
it would be difficult to know which word was being processed at any point in time and
eye movements would not be particularly useful for studying language processing. It
would be ideal for studying language processing if readers only processed the word they
were fixating (making it easy to tie down what is being processed at any point in time).
The reality is not quite that good, but much of the processing when a word is fixated is
on the fixated word, especially the processing that occurs before the decision to move on
to the next word in the text. We will return to this issue more fully in Section 6 when we
discuss models of eye-movement control in more detail.

3.2. Integration of Information across Saccades

Readers do not obtain a chunk of information on one fixation and then a different
chunk of information on the next fixation. Rather, there is overlap of information from
fixation to fixation. That is, they usually obtain useful information from the word to the
right of the currently fixated word (and occasionally from the word two to the right) and
this information is used on the following fixation. So, if a reader is looking at word n,
they identify the meaning of that word, but also obtain some preview information from
word n�1 that helps them identify it when they fixate it. In general, the size of this pre-
view benefit is 30–40 ms (Hyönä, Bertram, & Pollatsek, 2004).

Research is still on-going to determine what levels of processing are responsible for
this benefit from a preview of a word; however, much has been learned and we will paint
the general results in rather broad strokes (see Rayner, 1998 for more precise details).
First, it is clear that visual information is not integrated across fixations; if the case of the
letters changes from fixation to fixation, readers do not notice the change and it has little
effect on their reading (McConkie & Zola, 1979; Rayner, McConkie, & Zola, 1980).
Second, semantic information is not the basis of the preview effect. Thus, song as a 
preview in the parafovea for tune does not result in preview benefit in reading (Altarriba,
Kambe, Pollatsek, & Rayner, 2001; Rayner, Balota, & Pollatsek, 1986). In the Rayner 
et al. (1986) study, the same words that were ineffective as parafoveal primes produced
a robust priming effect when the prime (song) and target (tune) were both presented
foveally. Third, morphological information is also not a good candidate for facilitating
preview benefit (Inhoff, 1989; Kambe, 2004; Lima, 1987). Fourth, letter information is
important: information about the beginning letters of word n�1 is critically important
(Rayner et al., 1980; Rayner, Well, Pollatsek, & Bertera, 1982; Inhoff, Pollatsek, Posner, &
Rayner, 1987). In this latter context, it is interesting that Miller, Juhasz, and Rayner
(2006) recently reported that words with early orthographic uniqueness points do not
yield stronger parafoveal preview benefits than words with late orthographic uniqueness
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points (see also Lima & Inhoff, 1985, for further evidence that is inconsistent with CO-
HORT types of effects in preview benefit). Further, it should be noted that information
about ending letters is also important, but not as important as beginning letters (Briihl &
Inhoff, 1995). More recently, Johnson, Perea, and Rayner (2006; see also Johnson, 2006)
have demonstrated the importance of letter information by showing that transposed let-
ters (jugde for judge) provide more preview benefit than letter substitutions (jvbge for
judge), and almost as much benefit as identical previews. Fifth, phonological codes are
important in integrating information across fixations (Ashby & Rayner, 2004; Chace,
Rayner, & Well, 2005; Henderson, Dixon, Petersen, Twilley, & Ferreira, 1995; Miellet &
Sparrow, 2004; Pollatsek, Lesch, Morris, & Rayner, 1992; Sparrow & Miellet, 2002). For
example, in Pollatsek et al.’s study, a homophone of the target word (beech) presented as
a preview in the parafovea (for beach) facilitated processing of the target word more than
the preview of an orthographically related preview (bench). In summary, the basis for the
parafoveal preview benefit effect appears to be some type of combination of abstract let-
ter codes and phonological codes. 

3.3. Eye-Movement Control

There are two components of eye-movement control: (1) what determines where to
look next and (2) what determines when to move the eyes. We will discuss each in turn.
But, we first want to make the point that both decisions are computed on-line on most
fixations. The first unambiguous demonstration of this was provided by Rayner and
Pollatsek (1981). In those experiments, the physical aspects of the text were varied ran-
domly from fixation to fixation, and the behavior of the eyes mirrored what was seen on
the current fixation. In the first experiment, the size of the window of normal text was
randomly varied from fixation to fixation (so the size of the window might be 9 letters on
fixation 1, 31 letters on fixation 2, 17 letters on fixation 3, and so on), and saccade length
varied accordingly. In the second experiment, the foveal text was delayed after the onset
of the fixation by a mask (with the time of the delay varying from fixation to fixation),
and fixation durations varied accordingly (see also Morrison, 1984).

3.3.1. Where to move the eyes

Low-level information (i.e., the spaces between words) is the primary determinant of
where to look next (Morris, Rayner, & Pollatsek, 1990; Pollatsek & Rayner, 1982;
Rayner, Fischer, & Pollatsek, 1998). When spacing information is absent, saccades are
much shorter and readers are much more cautious in moving their eyes (Rayner et al.,
1998). The length of the upcoming words is also important (O’Regan, 1979, 1980;
Rayner, 1979). Although there is some variability in where the eyes land on a word, read-
ers tend to make their first fixation on a word about halfway between the beginning and
the middle of the word (McConkie, Kerr, Reddix, & Zola, 1988; Rayner, 1979; Rayner,
Sereno, & Raney, 1996). A recent interesting, and seemingly counterintuitive, finding is
that fixations tend to be longer when readers, fixations initially land near the middle of
the word than when they land on the ends of words (Vitu, McConkie, Kerr, & O’Regan,
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2001). Nuthmann, Engbert, and Kliegl (2005) have elegantly demonstrated that this 
inverted optimal viewing position effect is largely attributable to mislocalized fixations.

As indicated above, word skipping is heavily influenced by word length as shorter
words are more likely to be skipped (Brysbaert & Vitu, 1998; Rayner, 1998). However,
linguistic variables (particularly contextual constraint, but also word frequency to some
extent) also have strong influences on where decisions, notably on whether a word is
skipped (though there is little influence from contextual constraint on where in the word
the eyes land, Rayner, Binder, Ashby, & Pollatsek, 2001). In particular, words that are
highly predictable are much more likely to be skipped (Gautier, O’Regan, &
LaGargasson, 2000; Rayner & Well, 1996). More frequent words also tend to be skipped
more, although this effect is not as strong as that of contextual constraint (Rayner et al.,
1996). (Note that both these effects hold even when the length of the word is controlled.)
Our view is that words are largely skipped because they have been identified on the prior
fixation and there is some evidence suggesting that fixations prior to skips are often 
inflated (Drieghe, Rayner, & Pollatsek, 2005; Kliegl & Engbert, 2005; Pollatsek, Rayner,
& Balota, 1986; Pynte, Kennedy, & Ducrot, 2004). Thus, whereas low-level variables are
largely determining where to fixate next, if the word to the right of fixation is identified
on the current fixation, such identification will lead to a change in decision about which
word to target next. 

3.3.2. When to move the eyes

In Section 4, we will discuss a large number of variables (related to how easy or diffi-
cult a word is to process) that have been shown to influence fixation time on a word. In
this section, we will limit ourselves to discussion of how quickly information gets into
the processing system and its implications for when to move the eyes.

Rayner, Inhoff, Morrison, Slowiaczek, and Bertera (1981) first demonstrated that read-
ing proceeds essentially normally if text is presented for at least 50 ms on each fixation
before a masking pattern replaces the entire text (see Ishida & Ikeda, 1989). More 
recently, studies by Rayner, Liversedge, White, and Vergilino-Perez (2003), Liversedge
et al. (2004), and Rayner, Liversedge, and White (2005) have demonstrated that if the text
is available for 60 ms prior to either the fixated word disappearing or being masked, read-
ing proceeds quite smoothly and normally. Of greater interest is that they also found that
the frequency of the fixated word has just as strong an influence on how long the eyes 
remain in place when it disappears after 60 ms as when it does not disappear. This ap-
pears to be a strong evidence that the cognitive processes associated with understanding
the fixated word is the primary force driving the eyes through the text.

3.4. Measures of Processing Time

We will first focus on the measures most commonly used to investigate the processing
time associated with a given target word. These measures are: first-fixation duration
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(the duration of the first fixation on a word), single-fixation duration (the duration on a
word when only one fixation is made on the word), and gaze duration (the sum of the du-
rations of all fixations on a word prior to moving to another word). In addition, the total
time on a word (the sum of the durations of all fixations on a word including regressions)
is often reported. 

In Section 4, we will primarily discuss relevant studies in terms of the three first pass
variables (first fixation, single fixation, and gaze duration), though studies dealing with
specific target words typically also report the spillover time (typically measured as the
fixation time on the word following the target word), the probability of fixating on the
word, the probability of refixating the word (i.e., the probability of making additional fix-
ations on the word following the initial fixation), and the probabilities of regressing back
to the word and regressing back from the word. Another variable that has become in-
creasingly used in studies using specific target words is go-past time, which is the time
from first fixating on the word (including regressions back in the text) until a fixation is
made to the right of it. This measure thus includes more than first pass time and can rea-
sonably be construed as the time it takes upon reading the target word on first pass until
it is successfully integrated with the on-going context.

While single-fixation duration, first-fixation duration, and gaze duration are the meas-
ures of choice for studying the time course of word recognition, a wider variety of meas-
ures is typically used in measuring processing associated with larger regions of text (as
is typical in the types of studies we will discuss in Section 5). For the most part, in such
studies, critical regions of text are identified, usually consisting of about 3–4 words, and
the time it takes readers to read the regions of interest is measured. The standard meas-
ures are: first-pass reading time (the counterpart of gaze duration: the sum of all fixations
in a region from first entering the region until leaving the region), go-past or regression
path duration (the sum of all fixations in a region from first entering the region, includ-
ing any regressions that are made, until moving to the right of the region), regressions-
out (the probability of regressing out a region, generally limited to the first-pass reading
of that region), second-pass reading time (the sum of all fixations in a region following
the initial first pass time), and total reading time (the sum of all fixations in a region, both
forward and regressive movements). First-fixation durations are also sometimes reported,
especially when the region is short or when the researcher is interested in spillover effects
from the previous region, but when regions are long and the disambiguating material is
not likely to be included in the initial fixation, the first fixation is inappropriate. 

Measures such as first pass time are generally referred to as early measures; second
pass time (and total time, to the extent that it reflects second pass time rather than first
pass time) are generally referred to as late measures (Rayner, Sereno, Morris, Schmauder,
& Clifton, 1989). The go-past and regressions-out measures are sometimes considered
early measures (but sometimes as late measures); the occurrence of a regression proba-
bly reflects some difficulty in integrating a word when it is fixated, arguably an early
effect, but the operation of overcoming this difficulty may well occur late in processing.
Acutally, as Clifton, Staub, and Rayner (2006) pointed out, the terms early and late may
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be misleading, if they are taken to line up directly with first-stage vs. second-stage
processes that are assumed in some models of sentence comprehension (Rayner, Carlson,
& Frazier, 1983; Frazier, 1987). Nonetheless, careful examination of when effects appear
may be able to shed some light on the underlying processes. Effects that appear only in
the late measures are in fact unlikely to directly reflect first-stage processes; effects that
appear in the early measures may reflect processes that occur in the initial stages of 
sentence processing, at least if the measures have enough temporal resolving power to
discriminate between distinct, fast-acting, processes.

Finally, it is ideally the case that a region of interest would consist of the same words.
However, in psycholinguistic experiments this is not always possible and researchers
often end up being forced to compare conditions that vary in specific words and/or the
number of words. In such cases, a deviation from regression measure introduced by
Ferreira and Clifton (1986) is typically used to attempt to correct (albeit imperfectly) for
length differences. 

4. WORD RECOGNITION AND EYE MOVEMENTS

One of the most robust findings in studies of eye movements and reading is that the
ease or difficulty associated with understanding a word during reading clearly affects
how long readers fixate on that word. In the remainder of this section, we will briefly 
review findings which have demonstrated effects due to word difficulty, contextual con-
straint, number of meanings (lexical ambiguity), phonological codes, semantic relations
between words, morphological effects, and plausibility effects prior to moving to higher
level effects. We will not provide an exhaustive review of all such studies. Rather, we will
simply highlight the typical findings associated with each of these variables that plausi-
bly have some relationship to how easy a word is to process.

4.1. Word Difficulty

There is a huge body of research on what makes individual words more or less diffi-
cult to process (in and out of context). Perhaps the most widely used standard index 
of word difficulty is word frequency (usually determined from corpus counts of adult
reading materials). In reading, word frequency has a very reliable influence on how long
readers look at a word (Just & Carpenter, 1980; Rayner, 1977). One problem in assess-
ing the effect of word frequency is that it is fairly highly correlated with other variables,
notably the length of a word. However, Rayner and Duffy (1986) and Inhoff and Rayner
(1986) manipulated word frequency while controlling for word length and demonstrated
that there was still a strong effect of frequency on fixation times on a word. The size of
the frequency effect typically ranges from about 20 to 40 ms in first-fixation duration and
from 30 to 90 ms in gaze duration (depending on the size of the difference in the actual
frequencies in the stimuli). Since these initial reports, numerous studies have demon-
strated frequency effects on fixation time measures (Altarriba, Kroll, Sholl, & Rayner,
1996; Calvo & Meseguer, 2002; Henderson & Ferreira, 1990, 1993; Hyönä & Olson,
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1995; Kennison & Clifton, 1995; Kliegl, Grabner, Rolfs, & Engbert, 2004; Liversedge 
et al., 2004; Raney & Rayner, 1995; Rayner & Fischer, 1996; Rayner, Ashby, Pollatsek,
& Reichle, 2004; Rayner, Fischer, & Pollatsek, 1998; Rayner, Sereno, & Raney, 1996;
Sereno & Rayner, 2000; Vitu, 1991). An interesting finding is that the frequency effect is
attenuated as words are repeated in a short passage (Rayner, Raney, & Pollatsek, 1995)
so that by the third encounter of a high-or low-frequency word, there is no difference 
between the two. (The durations of fixations on both high and low frequency words 
decrease with repetition, but the decrease is more dramatic for low frequency words.)

Is word frequency the only variable that affects how difficult a word is to process?
Obviously, one can manipulate the visibility of the letters and get sizable increases in fix-
ation time when the letters are harder to encode (Rayner, Reichle, Stroud, Williams, &
Pollatsek, 2006; Reingold & Rayner, 2006). But are there other, deeper, variables? One
line of experimentation suggests that there is more to difficulty than frequency. This line
of research has one set of participant’s rate words as to their perceived familiarity, and
then has another set read text in which target words are matched for (objective) frequency
but different on rated familiarity. These experiments (Chafin, Morris, & Seely, 2001;
Juhasz & Rayner, 2003; Williams & Morris, 2004) clearly demonstrated that familiarity
influenced fixation times on words even when frequency was controlled (particularly for
words that are low frequent). Thus, something is operative besides frequency, but then
one wants to know what the objective variables are that are causing these differences in
familiarity.

Another variable that has been examined in depth recently is age-of-acquisition (when
a person is likely to have first encountered a word). Age-of-acquisition is determined 
either by corpus counts or by subjective ratings, and it has been shown to influence how
long it takes to process a word (Juhasz, 2005). Juhasz and Rayner (2003, 2006) recently
demonstrated that there was an effect of age-of-acquisition above and beyond that of
frequency on fixation times in reading that was somewhat stronger than that of word fre-
quency.

This effect raises several questions. First, is age-of-acquisition merely a cumulative
frequency effect? That is, perhaps age of acquisition measures are merely better indi-
cators of how frequently one has seen a word in text in one’s lifetime than standard
frequency measures. Instead, perhaps words that are learned earlier in life enjoy a
special status. There is currently no resolution of this issue (see Juhasz, 2005). A sec-
ond issue is whether effects such as familiarity effects are merely due to age-of-
acquisition. Again, there is no clear resolution of this issue. A third issue is whether
there are other variables that are confounded here. One obvious variable is the con-
creteness of a word, as words acquired early in life tend to be concrete and words
acquired later in life tend to be abstract. Lastly, age-of-acquisition is also likely con-
founded with the frequency of a word in the spoken language, and given that phono-
logical coding is important in reading (see below), this is another potentially
important variable (Juhasz, 2005). The next 5 years of research will perhaps resolve
these issues.
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4.2. Contextual Constraint

In studies that manipulate predictability, sentence contexts are first prepared such that
certain target words are either predictable or unpredictable from the context. A rating
study is then performed, and the rating scores are used as the measure of predictability –
how much the prior context constrains a given target word. Considerable research has
demonstrated that words that are predictable from the preceding context are looked at for
less time than words that are not predictable. Ehrlich and Rayner (1981) first demon-
strated the effects of contextual constraint on fixation time, and the basic result has been
confirmed a number of times (Ashby, Rayner, & Clifton, 2005; Balota, Pollatsek, &
Rayner, 1985; Drieghe et al., 2005; Inhoff, 1984; Rayner Ashby et al., 2004; Rayner &
Well, 1996; Schustack, Ehrlich, & Rayner, 1987). Not only are fixation time measures
shorter on highly predictable words than low predictable words, readers also skip over
highly predictable words more frequently than low predictable words (Binder, Pollatsek,
& Rayner, 1999; Ehrlich & Rayner, 1981; Rayner & Well, 1996; Vitu, 1991).

One question about predictability is whether it is merely due to the objective transi-
tional probability with which a given word follows another word in printed text (as deter-
mined via corpus counts). McDonald and Shillcock (2003a, 2003b) found that words with
high transitional probability (e.g., defeat following accept) receive shorter fixations than
words with low transitional probability (e.g., losses following accept). However, Frisson,
Rayner, and Pickering (2005) subsequently found that differences in predictability were
not merely due to transitional probability. In an experiment that had a highly controlled set
of items, there was an effect of predictability (with transitional probability controlled), but
no effect of transitional probability (with predictability controlled). This suggests that cor-
relations between words in text have little influence unless people are conscious of them.
In addition, Frisson et al. showed that predictability effects are detectable very early in the
eye-movement record and between contexts that are only weakly constraining.

4.3. Number of Meanings (Lexical Ambiguity)

The number of meanings a word has influences fixation time on the word. Rayner and
Duffy (1986), Duffy, Morris, and Rayner (1988), and Rayner and Frazier (1989) first
demonstrated this lexical ambiguity effect, which has subsequently been replicated a
number of times (Binder, 2003; Binder & Morris, 1995; Binder & Rayner, 1998;
Dopkins, Morris, & Rayner, 1992; Folk & Morris, 2003; Kambe, Rayner, & Duffy, 2001;
Rayner, Pacht, & Duffy, 1994; Sereno, 1995; Sereno, O’Donnell, & Rayner, 2006;
Sereno, Pacht, & Rayner, 1992; Wiley & Rayner, 2000). The basic finding is that when
a balanced ambiguous word (a word like straw with two approximately equally likely
meanings) is encountered in a neutral context, readers look longer at it than an unam-
biguous control word matched on length and frequency, whereas they do not look any
longer at a biased ambiguous word (a word like bank with one highly dominant mean-
ing) in a neutral context than an unambiguous control word. In the former case, it appears
that there is some sort of conflict between the two meanings. However, it appears that the
subordinate meaning is not registered in the latter case; this is consistent with the finding
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that if a subsequent disambiguating region makes clear that the subordinate meaning was
intended, then there is considerable disruption to reading (long fixations and regressions).
In contrast, when the disambiguating information precedes the ambiguous word, readers
do not look any longer at the balanced ambiguous word than the control word.
Apparently, the context provided sufficient information to guide the reader to the con-
textually appropriate meaning. However, in the case of biased ambiguous words when the
subordinate meaning is instantiated by the context, readers look longer at the ambiguous
word than the control word. This latter effect has been termed the subordinate bias effect.
Rayner, Cook, Juhasz, and Frazier (2006) recently demonstrated that an adjective imme-
diately preceding the target noun is a sufficient context to produce the effect.

All of the experiments mentioned above dealt with ambiguous nouns. In this context,
results reported by Frazier and Rayner (1987) and by Pickering and Frisson (2001) are
quite interesting. Frazier and Rayner (1987) found that syntactic category ambiguity
(trains can be a noun or a verb) resulted in delayed effects; fixation time differences did
not emerge on the target word itself (even with biasing context), but were delayed as if
the system were trying to get additional information before committing to one meaning
or the other. Pickering and Frisson (2001) likewise reported that with verbs with two
meanings, the resolution of verb meaning ambiguity is delayed. Frazier and Rayner
(1990) also found that nouns with different senses (e.g., newspaper meaning a publica-
tion or a physical object) yielded delayed effects in comparison to the typically reported
results with nouns with two distinct meanings, and Frisson and Pickering (1999) found
that metonymic expressions were treated differently from literal expressions (as reflected
by the fixation time patterns on such expressions). The reasons for the different patterns
of results are, as yet, far from clear, but they all show that lexical ambiguity influences
the time that it takes to process a word in text. 

4.4. Phonological Coding

Words that are phonologically ambiguous (like tear and wind) have substantially longer
gaze durations than unambiguous control words (Carpenter & Daneman, 1981) and words
with two different spellings, but the same pronunciation (and two different meanings, such
as beech–beach and shoot–chute), also have longer fixation times than unambiguous control
words (Folk, 1999; Folk & Morris, 1995; Jared, Levy, & Rayner, 1999; Rayner, Pollatsek,
& Binder, 1998). In addition, readers will often misinterpret the low frequency member of
the pair as the higher frequency member if the context is highly constraining (Rayner et al.,
1998, cf., Daneman & Reingold, 1993; Daneman, Reingold, & Davidson, 1995). Moreover,
the finding previously mentioned (Pollatsek et al., 1992) that a parafoveal preview of a hom-
ophone of a target word provides greater preview benefit than a matched orthographic con-
trol indicates that phonological coding occurs early – even before a word is fixated.

More recently, Ashby and Clifton (2005) found that lexical stress influences how long
readers look at a word. They further argued that implicit prosody (prosody generated in-
ternally by the reader), is a factor in how long readers look at a word (see also Hirotani,
Frazier, & Rayner, 2006).
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4.5. Semantic Relationships between Words

Words that are semantically related to each other (and in close proximity to each other
in the text) produce effects that appear to be analogous to semantic priming (Meyer &
Schvaneveldt, 1971). Thus, the word king in the close proximity to queen results in
shorter fixation times on queen than on an unrelated word in the same location (Carroll
& Slowiaczek, 1986; Morris, 1994). Carroll and Slowiaczek (1986) found that such prim-
ing effects only occurred when the two words were in the same syntactic constituent, but
Morris (1994) found some evidence for priming across constituents. Morris and Folk
(1998) reported that this facilitation depends in part on whether the semantic associate of
the target word is in linguistic focus (see Birch & Rayner, 1997). As we noted earlier,
there are also repetition effects on fixation times in reading (Rayner et al., 1995; Raney
& Rayner, 1995).

Several studies have demonstrated that specific kinds of semantic processing influence
reading time on a word. Traxler, McElree, Williams, and Pickering (2005) and Traxler,
Pickering, and McElree (2002) investigated the effect on readers’ eye movements when
the context forces a noun with no intrinsic temporal component to be interpreted as an
event, as in the phrase finish the book. They found increased go-past time on the critical
word or increased first pass time on the next region (see also Frisson & Pickering, 1999).
Frisson and Frazier (2005) found that when a mass noun appears with plural morphology
(e.g., some beers) or a count noun appears in the singular with a plural determiner (e.g.,
some banana), there is an increase in the duration of the first fixation on the critical word.

4.6. Morphological Effects

Most research on word recognition has traditionally dealt with mono-morphemic
words. This tradition has also been largely true of research on eye movements and word
recognition. Recently, however, many studies have examined the processing of mor-
phemically complex words (Inhoff, Radach, & Heller, 2000; Juhasz, Inhoff, & Rayner,
2005). This newer tradition started with studies (Hyönä & Pollatsek, 1998; Pollatsek,
Hyönä, & Bertram, 2000) dealing with the processing of Finnish words (which by their
very nature tend to be long and morphologically complex). Hyönä and Pollatsek (1998)
found that the frequency of both the first and second constituent of two constituent 
compound words had large effects on the gaze duration on the compound word for long
compound words (when the frequencies of the compound words were matched).
However, Bertram and Hyönä (2003) found that the effects of the frequency of the first
constituent were quite attenuated for shorter Finnish compound words. Similarly, some-
what smaller constituent frequency effects have recently been demonstrated with English
compound words that were about the same length as the shorter Finnish compounds
(Andrews, Miller, & Rayner, 2004; Juhasz, Starr, Inhoff, & Placke, 2003). Niswander-
Klement and Pollatsek (2006) found a similar length-modulated constituent frequency 
effect for English prefixed words. That is, they found effects of the frequency of the root
morpheme of the prefixed word (with the frequency of the words controlled), but that this
effect was stronger for longer prefixed words.
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Pollatsek and Hyönä (2005) recently demonstrated that semantic transparency (defined
as whether the meanings of the constituents were related to the meaning of the word) had
no effect on fixation times on Finnish compound words. There are conflicting findings in
English, however. Juhasz (2006) found a main effect of transparency on gaze durations,
whereas Frisson, Niswander-Klement, and Pollatsek (2006) obtained no effect. However,
what is consistent across studies is that there is evidence for morphological decomposi-
tion for both opaque and transparent compounds, as there is an effect of the frequency of
the first constituent for both.

4.7. Plausibility Effects

Plausibility manipulations have been widely used in the context of studies of sentence
parsing. In this section, we will briefly consider the extent to which plausibility/anomaly
effects have immediate effects on eye movements. Although there are a few such studies
(Braze, Shankweiler, Ni, & Palumbo, 2002; Murray & Rowan, 1998; Ni, Crain, &
Shankweiler, 1996; Ni, Fodor, Crain, & Shankweiler, 1998), we will focus on a recent study
by Rayner, Warren, Juhasz, and Liversedge (2004) because it has the virtue that the target
word was identical across conditions. Rayner et al. had participants read sentences such as

1. John used a knife to chop the large carrots for dinner last night.
2. John used an axe to chop the large carrots for dinner last night.
3. John used a pump to inflate the large carrots for dinner last night.

Sentence 1 is a normal control condition; in sentence 2, it is somewhat implausible that
John would use an axe to chop carrots (though one could conceive of such a scenario, as
in a camping trip); sentence 3 creates an anomalous scenario. In all sentences, the target
word is carrots. Rayner et al. found that while sentence 2 only caused mild disruption to
reading (and it generally occurred after fixating on the target word), sentence 3 caused
immediate disruption, but the disruption occurred rather late in processing the target
word (i.e., after the first fixation). Rayner et al. concluded that the default situation 
in reading is for lexical processes to drive the eyes through the text in reading, but 
when something does not compute at a higher level (as with the anomalous sentences),
then higher-order processes could intervene and cause the eyes to fixate longer (though the
influence of such higher-order effects manifest themselves in relatively late processing)
time measures on a target word (i.e., in the gaze duration and go-past measure, but not in
the first fixation or single-fixation duration measure). What is still not clear, however, is
how to objectively define the difference between the implausible and anomalous sentence
contexts.

4.8. Languages other than English

In all of our preceding discussions, we have focused largely on results of studies with
English speaking readers. However, virtually all of the results that we have discussed
hold for other alphabetic writing systems (and indeed some of the studies cited above
have been done in other languages). But, we hasten to note that characteristics of the
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writing system can have powerful influences on eye movements. Here, we mention two
such writing systems: Hebrew and Chinese.

Hebrew is a more densely packed language than English, because the vowels are sys-
tematically deleted for skilled readers and function words are added as clitics to the end
of content words. Of course, Hebrew is printed from right-to-left. These two facts result
in the perceptual span being asymmetric to the left of fixation for Hebrew readers
(Pollatsek, Bolozky, Well, & Rayner, 1981), as well as smaller than readers of English
(for skilled readers of Hebrew, the span extends about 3 letters to the right of fixation to
about 11 letters to the left). Interestingly, whereas morphology seems to have little influ-
ence on preview benefit for readers of English, readers of Hebrew do show morphologi-
cal preview benefit (Deutsch, Frost, Peleg, Pollatsek, & Rayner, 2003; Deutsch, Frost,
Pollatsek, & Rayner, 2000, 2005). Lexical variables that have been studied in Hebrew
seem to yield similar results to English, and Hebrew readers show systematic landing po-
sition effects that are similar to English (Deutsch & Rayner, 1999).

Chinese is obviously even more densely packed than Hebrew. This results in a very
small perceptual span, which extends from 1 character to the left of fixation to 2–3 char-
acters to the right when reading from left-to-right (Inhoff & Liu, 1997, 1998), and much
shorter saccades than English. While the concept of a word is not as well-defined in
Chinese as it is in English (and Chinese readers often disagree concerning where word
boundaries are located), most words consist of two characters (and most Chinese char-
acters are like morphemes). It has recently been demonstrated that Chinese readers show
frequency effects (Yan, Tian, Bai, & Rayner, 2006) and predictability effects (Rayner, Li,
Juhasz, & Yan, 2005) that are quite comparable to readers of English. 

4.9. Summary of Eye Movements and Word Recognition

Up to this point, we have reviewed some basic findings regarding how certain variables
related to word-recognition mechanisms manifest themselves in the eye-movement record.
In general, the primary assumption is that lexical factors play a large role in influencing
when the eyes move. We do acknowledge that some of the effects we have discussed above
are undoubtedly related to post-lexical processing. This raises the question of whether
lexical or post-lexical processing, or both, is involved in the decision to move the eyes from
one word to the next. Our bias is that many of the effects described above (though obvi-
ously not all of them) are reflecting lexical processing. As we will see later, the most 
successful models of eye-movement control are based on the premise that how long read-
ers look at a word is influenced by the ease or difficulty associated with accessing the mean-
ing of the word. Up to this point, word frequency and word predictability are primarily the
indices that have been utilized in the models to predict fixation times. However, in the 
context of the E–Z Reader model, some effects of morphological complexity (Pollatsek,
Reichle, & Rayner, 2003) and number of meanings (Reichle, Pollatsek, & Rayner, 2005b)
have been modeled. Our bias is that lexical processing is the engine that drives the eyes 
and that higher-order effects most likely have influences when something does not compute
(as with the anomaly study by Rayner et al., 2004 above). We turn now to the more 
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difficult issues of the effect of higher-order variables (such as parsing and discourse factors)
on eye movements.

5. HIGHER-ORDER EFFECTS ON EYE MOVEMENTS: PARSING AND
SYNTACTIC AMBIGUITY

Our review of the variables listed in section 4 suggests that a fairly clear, if incomplete,
picture is developing with respect to how word processing/lexical factors influence eye
movements during reading. However, the same is not true regarding higher-level factors
(Clifton et al., 2006). Indeed, effects of parsing/syntactic ambiguity and discourse level
variables seem to be highly variable in terms of how they influence eye movements. We
will first discuss research on parsing and syntactic ambiguity, and then move to a dis-
cussion of the influence of discourse processing on eye movements.

Research on eye movements and syntactic ambiguity resolution has played a central
role in the development of theories of sentence processing. It is beyond the scope of this
chapter to discuss the extent to which a serial syntax-first type of theory (such as the
Garden Path theory presented by Frazier, Clifton, Rayner, and colleagues) or a constraint-
satisfaction type of theory (as championed by McDonald, Tanenhaus, and colleagues)
can best account for sentence processing. Here, we will focus on the relationship between
eye movements and parsing.

Some of the earliest eye-movement research on parsing and syntactic ambiguity held
the promise that syntactic factors might have clearly identifiable influences on readers’
eye movements. Frazier and Rayner (1982) examined the reading of sentences like (4)
and (5), and found that first-fixation durations on the disambiguating region (under-
lined in the examples) were longer when a temporary ambiguity was resolved in favor
of the un-preferred reading (in 4, when this was absent). This disruption persisted
through the next several fixations, and also appeared as an increased frequency of
regressions. Eye movements thus appeared to provide a clear window onto syntactic
garden-path effects.

4. Since Jay always jogs a mile and a half (this) seems like a very short distance to him.
5. (The lawyers think) his/the second wife will claim the entire family inheritance

(belongs to her).

Much of the disruption in (4) appeared in a region that followed the absence of an
obligatory comma (or prosodic break), and disruption in (5) appeared in a sentence-con-
tinuation that had no counterpart in the non-disruptive control condition. These facts led
to some concerns about this early work. But the force of the missing-comma criticism
(i.e., that disruption was caused by the ‘mistake’ in the materials) is compromised by the
fact that an equally obligatory comma was missing in the control condition, with no 
effect on reading times, and the lack of a closely matched control in (5) was corrected 
in later research (Rayner & Frazier, 1987).
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Frazier and Rayner’s results suggested that syntactic processing difficulty could be
identified by quickly appearing disruptions in the eye-movement record. Rayner et al.
(1983) further provided evidence for a similar conclusion about semantic processing dif-
ficulty. They found increased first-pass reading times for the disambiguating region (as
well as increased durations of the first three fixations in this region) for sentences like (6),
where the first noun is semantically anomalous under the presumably preferred initial
analysis, compared to sentences like (7). 

6. The kid hit the girl with a wart before he got off the subway.
7. The kid hit the girl with a whip before he got off the subway.

Another early demonstration of syntactic effects on eye movements was presented by
Ferreira and Clifton (1986), who showed disruption in the disambiguating region of tem-
porarily ambiguous sentences, both when the initial noun was animate (8) and when it
was inanimate (9) and implausible as the subject of the following verb.

8. The defendant (who was) examined by the lawyer proved to be unreliable.
9. The evidence (that was) examined by the lawyer proved to be unreliable.

The disruption appeared in first-pass reading time, and it was argued that the semantic
implausibility of the presumably preferred main clause analysis in (9) did not override
readers’ initial syntactic parsing preferences. However, Trueswell, Tanenhaus, and
Garnsey (1994) argued that there were problems with some of Ferreira and Clifton’s
items and challenged their conclusion. They prepared what they considered to be more
adequate sets of materials (which they carefully normed), and found that any effect of
ambiguity on first-pass reading time was nonsignificant (indeed, nearly zero, in one ex-
periment) in materials like (9), where semantic preferences weighed against the main
clause analysis. They concluded that semantic factors could overturn syntactic prefer-
ences, favoring an interactive, constraint-satisfaction, model over the modular serial
model favored by Ferreira and Clifton (1986).

Clifton et al.(2003) revisited this issue using materials taken from Trueswell et al.
(1994). They varied parafoveal preview of the disambiguating information (since
Trueswell et al. made interesting claims about the extent to which readers could use
parafoveal information to disambiguate a temporary ambiguity) and participants’ reading
span. These two manipulations for the most part did not affect the magnitude of the dis-
ruption triggered by a temporary ambiguity and the first-pass time measures were simi-
lar to those reported by Trueswell et al. (1994). Semantic biases reduced the first-pass
reading time measure of the temporary ambiguity effect to non-significance in sentences
like (9) (although, similar to Trueswell et al., the interaction of semantic bias and tem-
porary ambiguity was not fully significant, and, unlike Trueswell et al. the ambiguity ef-
fect did not go to zero). However, a very different pattern of results was observed for the
go-past time and proportion of first-pass regressions out measures. These measures
showed disruptive effects of temporary ambiguity that were at least as large in semanti-
cally biased inanimate-subject sentences like (9) as in animate-subject sentences like (8)
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where no semantic bias worked against the presumed preference for a main clause analy-
sis. Clifton et al. (2003) concluded that a full examination of the eye-movement record
indicated that initial syntactic parsing preferences were not overcome by semantic biases,
although such biases clearly affected overall comprehension difficulty for temporarily
ambiguous and unambiguous sentences.

A subsequent analysis of the Clifton et al. (2003) data by Clifton et al. (2006) revealed
that while an increase in regressions was responsible for the appearance of a garden-path
effect in the inanimate subject condition, regressions were really quite infrequent, always
<13% of the trials. This means that the garden-path effects that Clifton et al. (2003) ob-
served in the inanimate-subject condition actually reflected eye-movement events that took
place on a minority of the trials. On most trials in the inanimate-subject condition, eye-
movements were not affected by temporary ambiguity. It is quite possible that the same
holds true for the animate-subject condition: first-pass fixation durations may have been in-
creased by temporary ambiguity on only a small minority of trials. This contrasts sharply
with what is true of effects of lexical frequency on fixation durations, where the distribu-
tion shifts upwards for low-frequency words (Rayner, 1995; Rayner et al., 2003). No exist-
ing research on syntactic garden paths provides data on a large enough number of sentences
to permit a convincing distributional analysis to be made (Clifton et al., 2006). It remains a
challenge to researchers to devise a way of asking the question of whether first-pass read-
ing times typically or exceptionally increase upon the resolution of a garden path.

In this section so far, we have focused on one difference in the literature on parsing
with two studies that utilized the same manipulation, but which came to somewhat dif-
ferent conclusions, depending on which eye-movement measures were focused on. We
suspect that this is not an isolated phenomenon (see Binder, Duffy, & Rayner, 2001;
Clifton et al., 2006 for further discussion) and that exactly when a given effect will show
up in the eye-movement record depends very much on the exact nature of the manipula-
tion and the type of ambiguity present in the study. 

In light of the findings we discussed earlier concerning lexical ambiguity resolution,
an interesting question is whether the presence of two possible syntactic analyses slows
reading, similar to when reading times are slowed when a word has two meanings that
are roughly equivalent in frequency? Another question is how are eye movements af-
fected when subsequent material reveals that the reader’s initial analysis of a syntactic
ambiguity is incorrect. Interestingly, the majority of studies on syntactic ambiguity have
not reported any statistically significant effects on reading time in the ambiguous region
itself (Staub & Rayner, 2006). A few studies (Frazier & Rayner, 1982; Traxler, Pickering,
& Clifton, 1998; van Gompel, Pickering, Pearson, & Liversedge, 2005; van Gompel,
Pickering, & Traxler, 2001) have found that an ambiguous region was in fact read more
quickly than the corresponding region of an unambiguous control sentence. A few stud-
ies have also reported a slowdown in the ambiguous region compared to an unambigu-
ous control (Clifton et al., 2003; Kennison, 2001; Ni et al., 1996; Paterson, Liversedge,
& Underwood, 1999; Schmauder & Egan, 1998). However, an explanation other than
ambiguity is often available (Staub & Rayner, 2006).
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In sum, there is little evidence to indicate that syntactic ambiguity per se causes read-
ing to slow down, and there seem to be circumstances in which ambiguity leads to faster
reading times. Evidently, readers either do not consider multiple syntactic analyses in
parallel (Frazier, 1978, 1987), or if they do, competition between these analyses does not
disrupt processing (van Gompel et al., 2001, 2005). This conclusion stands in contrast
with the conclusion from studies of the processing of lexical ambiguity, in which it has
been clearly shown that competition between multiple word meanings slows reading.

Eye-movement data have been used to investigate the human parser’s preferred analy-
sis of many types of temporary ambiguity; an extensive list of references organized by
the type of ambiguity under investigation appears in Clifton et al. (2006). Because there
are reliable signs of disruption in the eye-movement record when an initial syntactic
analysis is disconfirmed, it has been possible to test subtle and linguistically sophisti-
cated hypotheses about how the parser constructs this initial analysis, and the factors that
can influence this analysis. Eye-movement data have helped to reveal the parser’s strate-
gies for resolving “long-distance dependencies”, in which a phrase appears some dis-
tance from the element from which it gets its thematic role, as in the question Which boy
did the teacher reward?, where which boy is the object of the verb reward (Pickering &
Traxler, 2001, 2003; Traxler & Pickering, 1996). They have also helped to reveal the pro-
cessing implications of a phrase’s status as an argument or adjunct of a verb (Clifton,
Speer, & Abney, 1991; Kennison, 2002; Liversedge, Pickering, Branigan, & van Gompel,
1998; Liversedge, Pickering, Clayes, & Branigan, 2003; Speer & Clifton, 1998). 

There are open questions about the circumstances under which disambiguation results
in a slowing down of forward saccades, regressive eye movements, or both (Altmann,
1994; Altmann, Garnham, & Dennis, 1992; Rayner & Sereno, 1994b, 1994c). However,
both Frazier and Rayner (1982) and Meseguer, Carreiras, and Clifton (2002) demon-
strated that when readers make regressive eye movements, they do not do so randomly.
Instead, where these regressions go reflects some awareness of the point at which the
reader’s initial, incorrect analysis diverged from the correct analysis.

It is clear that eye-movement data have allowed researchers to probe the early stages
of reading in a clear and direct fashion that is exceeded by no other technique. However,
a survey reported by Clifton et al. (2006) showed that there was considerable variabil-
ity in when a given manipulation had an effect; this often depended on the type of syn-
tactic construction being used. Clifton et al. noted, and we would certainly agree, that
eye-movement data have shown that much, if not quite all, of sentence comprehension
is nearly immediate (within a fixation or so after encountering a critical word), as indi-
cated by effects of syntactic or semantic anomaly or complexity and recovery from
‘‘garden paths’’. Eye-movement data have also shown that syntactic knowledge and at
least some kinds of semantic, pragmatic, and real-world knowledge have effects even
during fixations on the phrase that provides access to this knowledge. But their survey
of the literature also clearly showed that the effects of such kinds of knowledge are more
variable, even more ephemeral, than the effects that lexical frequency and lexical ambi-
guity have on eye movements. Fundamental questions, such as whether high-level
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knowledge consistently affects fixation durations or affects them only now and then, re-
main unanswered. Furthermore, as Clifton et al. noted, there are disagreements about if
and how one kind of knowledge (e.g., knowledge of the situation a sentence describes)
modulates the effects of another kind of knowledge (e.g., knowledge of possible syn-
tactic configurations), and disagreements about whether any such modulation is in turn
modulated by differences in a reader’s abilities and strategies.

In the end then, it is clear that higher-level variables that affect sentence processing and
interpretation are much more complex, both in their definition and in their effect, than the
variables that govern much of the variation in word recognition. It may be that under-
standing how these high-level variables operate is not something that can be induced
from observations of eye-movement data (as has been true in large part in the domain of
word recognition). Rather, as Clifton et al. (2006) noted, understanding must be guided
by the development of more explicit theories than now exist of how syntactic, semantic,
pragmatic, and real-world knowledge guide language processing. 

6. HIGHER-ORDER EFFECTS ON EYE MOVEMENTS: DISCOURSE
PROCESSES AND INFERENCES

Whereas eye-movement data are often considered to be the gold standard in studies of
sentence parsing, eye-movement data have had much less impact on studies dealing with
discourse processes and inferences. In many respects this is quite surprising because it
would seem important to determine exactly when readers make inferences as they read,
and certainly eye-movement data hold the promise of revealing this type of temporal ef-
fect. In this section, we will review studies that have used eye movements in this manner.
Our suspicion is that proportionally more eye-movement studies dealing with discourse
processes and inferences will appear over the next few years.

In understanding text, readers must be able to integrate information within sentences
and also make connections across sentences to form a coherent discourse representation.
To what extent can eye-movement data reflect these processes? In this section, we will
review research dealing with sentence and clause-wrap up, antecedent search, and on-line
inferences.

6.1. Sentence and Clause Wrap-up

Just and Carpenter (1980) found that fixation times on words that occurred at the end
of a sentence were unusually long (in comparison to words that did not end a sentence) as
measured by a regression analysis. Subsequently, Rayner et al. (1989) reported that when
a target word ended a clause or a sentence, fixation times were inflated in comparison to
when that same word did not end a clause or sentence. More recently, Rayner, Kambe, and
Duffy (2000) confirmed this finding and further demonstrated that not only were fixations
longer on clause and sentence final words, but that the next saccade was lengthened (see
also Hill & Murray, 2000). So, readers slow down at clause and sentence boundaries, but
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then send their eyes further into the next region of text as if processing capacity had been
freed up once the wrap-up processes had been completed. Hirotani et al. (2006) have fol-
lowed up on these findings and demonstrated that implicit prosody/intonation (imposed
internally by the reader) is also very much involved in wrap-up effects. 

6.2. Antecedent Search

The process of establishing a connection between an anaphoric element (such as a pro-
noun) and its antecedent in the text, antecedent search, is central to comprehending dis-
course. Pronominal reference and noun–noun reference are two such instances in which
the correct linkage between discourse elements is required for text comprehension.

In pronominal reference, when a pronoun like she is encountered in the course of read-
ing, the reader must identify an antecedent that matches it in number and gender.
Sometimes, the process is trivially easy and no disruption is observed in the eye-move-
ment record (Blanchard, 1987). If the pronoun involves violation of a gender stereotype
(referring to a truck driver as she), fixations are inflated (Duffy & Keir, 2004; Sturt,
2003). If there is considerable distance between the pronoun (or anaphor) and the an-
tecedent, readers’ fixations are longer when the pronoun is encoded and the antecedent
search may continue over the next couple of fixations (Ehrlich & Rayner, 1983; Garrod,
Freudenthal, & Boyle, 1994; O’Brien, Raney, Albrecht, & Rayner, 1997); if the distance
between pronoun/anaphor and antecedent is close, fixations are not inflated as much. Of
course, since pronouns are typically short words, readers skip over them quite frequently
(thus making it difficult to determine exactly when the pronoun was encoded).
Interestingly, van Gompel and Majid (2004) found that pronouns with infrequent an-
tecedents yielded longer fixations in the encoding region than pronouns with more fre-
quent antecedents; the effect did not occur on the pronoun itself but was slightly delayed
to the region following the pronoun. 

Just as a pronoun requires an antecedent, a definite Noun Phrase (NP) that does not di-
rectly refer to something outside the text requires a coreferring antecedent in the text.
Thus, if a reader encounters the NP the bird after earlier reading about a robin (or vice
versa), there is an antecedent link. Whereas pronouns carry little semantic information
beyond gender and number, nouns typically have more semantic content, which facili-
tates the search for the antecedent. Duffy and Rayner (1990) found evidence that
antecedent search time with anaphoric NPs was primarily localized on the target noun
(see also van Gompel & Majid, 2004), so that there were no major spillover effects as
with pronouns. 

6.3. On-line Inferences

Within a discourse representation, the simplest kind of connection is one in which one
word gains its reference through another word in the text, such as anaphor. However,
elaborative inferences occur when information that has not been explicitly stated up to a
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given point in the text is inferred by the reader. Eye-movement data have confirmed that
elaborative inferences occur on-line during reading. These data have also served to dif-
ferentiate between conditions in which readers make an inference and those in which
they wait for more explicit information.

O’Brien, Shank, Myers, and Rayner (1988) asked readers to read short passages of text
and fixation time was examined on a target word (knife) in the final sentence of a passage
as in (10).

10. He threw the knife into the bushes, took her money, and ran away.

The target word was previously either explicitly mentioned in the text (as in the phrase
he stabbed her with his knife) or only strongly suggested (as in he stabbed her with his
weapon). O’Brien et al. (1988) found no difference in gaze duration on the target word
across these two conditions. It thus appears that the concept knife had been inferred from
the prior context when the word weapon was actually present. In contrast, when the text
did not strongly suggest the concept of a knife (as in he assaulted her with his weapon),
gaze duration on the target word knife was longer compared to when it had been explic-
itly mentioned or strongly suggested earlier in the passage. These results indicate that the
longer fixation time on the target word was due to a memory search for its antecedent and
that antecedent search begins immediately upon fixating the target word.

Although O’Brien et al. (1988) found evidence for on-line elaborative inferences, they
also demonstrated that such inferences only occur when there is a “demand sentence”
(which invited the reader to make the inference) just prior to the sentence containing the
target word. A subsequent study by Garrod, O’Brien, Morris, and Rayner (1990) further
constrained the conditions under which elaborative inferences occur. Their data sug-
gested that the presence of a demand sentence invites the reader to actively predict a sub-
sequent expression and elaborative inferences only occur when there is an anaphoric
relationship between two nouns.

Other studies have observed rather immediate effects in the eye movement record of
bridging inferences (Myers, Cook, Kambe, Mason, & O’Brien, 2000) and the integration
of role fillers in scripted narratives (Cook & Myers, 2004; Garrod & Terras, 2000). The
most interesting point in these studies is that higher-order variables show immediate 
effects in the eye-movement record. At some level, studies such as these provide a prob-
lem for models of eye-movement control in reading, which are largely based on the 
assumption that lexical processing is the engine that drives the eyes through the text in
reading. We now turn to a discussion of such models.

7. MODELING EYE MOVEMENTS IN READING

Obviously, developing a quantitative model that could explain all the phenomena that
have been observed in reading is a task that is beyond us at present, and it may be an
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unreachable goal. That is, there are so many factors that influence reading, ranging from
the legibility of the characters up through the frequency of the words in the language, the
complexity of the syntax, the higher-order organization of the text, and the real-world
knowledge shared by the author and the reader. If a model were to try to explain all of
these factors, it would almost certainly either be hideously complex or degenerate into a
multiple regression equation that merely re-affirmed that all of these variables (and oth-
ers) play a part in reading. 

As a result, our belief is that for a model of reading to be of some value at this point
in time, it needs to be able to explain a significant part of the reading process, yet be sim-
ple enough so that it is a useful heuristic tool for understanding which phenomena it can
explain and which it can not explain. At present, there are a number of programs of 
research that are developing quantitative models of eye movements in reading. Though
they differ wildly in many respects, they all share certain features, as none are attempt-
ing any serious modeling of how text is parsed or how discourse structures are being 
constructed. Some focus on lexical processes primarily influencing eye movements,
whereas others attempt to explain eye movements in reading largely by lower-level,
perceptual and motor processing or via Ideal Observer procedures. The primary models
are E–Z Reader (Pollatsek, Reichle, & Rayner, 2006; Rayner, Ashby, Pollatsek, &
Reichle, 2004; Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Pollatsek, & Rayner,
2006b; Reichle, Rayner, & Pollatsek, 1999, 2003), SWIFT (Engbert, Longtin, & Kliegl,
2002; Engbert, Nuthmann, Richter, & Kliegl, 2005; Kliegl & Engbert, 2003), Glenmore
(Reilly & Radach, 2003), SERIF (McDonald, Carpenter, & Shillcock, 2005), Mr. Chips
(Legge, Klitz, & Tjan, 1997; Legge, Hooven, Klitz, Mansfield, & Tjan, 2002), and the
Competition/Interaction model (Yang & McConkie, 2001, 2004). These models differ on
a number of dimensions, but space does not permit us to discuss the models in detail
(though most of them were reviewed by Reichle et al., 2003). As a result, we will largely
try to illustrate this modeling enterprise through outlining the modeling enterprise we are
associated with (versions of the E–Z Reader model), and will briefly comment on how
some of the other models differ and the points of controversy.

7.1. The E–Z Reader Model

The E–Z Reader model focuses on trying to explain how lexical processing influences
the progress of the eyes through the text. We think this is a justifiable focus, as a case can
be made that higher-order variables (such as constructing discourse structures) have a
more indirect influence on how readers make their way through the text. That is, indi-
vidual fixation durations on words are typically about 250 ms and gaze durations typi-
cally average no more than 300–350 ms, and the motor programming time for an eye
movement is far from instantaneous, as the time necessary to make an eye movement to
the simplest visual stimuli (e.g., the onset of a point of light) takes close to 200 ms. Thus,
it seems unlikely that readers are waiting for all levels of processing to be completed
(e.g., constructing a parsing tree of the sentence to that point in the text) before sending
a signal to the eye-movement system to move on to the next word. 
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Instead, we think it is a reasonable working hypothesis that linguistic processing 
affects eye movements in two different ways. First, there is a relatively low-level of 
linguistic processing that keeps the eyes moving forward – we have tentatively associated
this with lexical processing although this might be too restrictive. Second, higher-level
processing is occurring in parallel with this lexical processing system, and when it 
becomes clear that the higher-level processing is having difficulty, either because the
higher-order processing system is falling behind the encoding of words or because an
“error” has been detected (such as occurs when readers read something that is anomalous
or when they misparse a sentence), this second system intervenes to tell the first system
to either stay in place until the second system catches up or to go back and make an 
attempt to repair the damage. We think that such a hypothesis makes sense, as reading
would proceed far more slowly than the normal 300 words per minute if the reader had
to wait on each word until its significance within the text was ascertained. Whether this
is in fact how reading goes on is, of course, an open question. However, we think it is a
reasonable starting point for thinking about the reading process. In addition, modeling of
the first stage then no longer seems like an insurmountable task; moreover, it allows one
to define a well-defined set of eye-movement data to be modeled: all eye movements in
reading other than regressions back to prior words. Let us see how this might be done.

In the E–Z Reader model, we have posited two more-or-less modular systems: the
cognitive system and the motor system. Thus, there are sets of assumptions relating to
the events in the cognitive system that trigger eye movements and sets of assumptions
about how the commands to execute eye movements actually get carried out. In E–Z
Reader, the first basic assumption is that a stage of lexical access causes a program for
an eye-movement to the next word in the text to be initiated, and the second basic 
assumption is that this eye-movement program is executed within about 150 ms after it
is initiated – in the normal state of affairs. Obviously, the above two assumptions can
not be the whole story as they would predict that each word is fixated exactly one time,
and we know that some words are skipped and that others are fixated more than once.
Thus, other assumptions need to be made as well. In addition, one needs to include some
model of covert attention in a model; that is, one has to make assumptions about what
is being processed at any moment in time. It is the type of attentional assumption that is
perhaps the major distinguishing feature of the various reading models. In E–Z Reader,
it is assumed that low-level visual processing goes on in parallel over the whole visual
field – such low-level processing, among other things, allows the eye-movement system
to be able to target saccades. In contrast, E–Z Reader assumes that lexical processing is
serial in the sense that only one word is being processed at any moment in time.
However, we want to emphasize that this does not mean that only one word is processed
on a fixation; on the contrary, the usual state of affairs in the E–Z Reader model is that
two words are processed on a fixation, and, not infrequently, at least partial processing
of three words occurs on a fixation.

As just indicated, the key assumption is that words are attended to (and thus lexically
processed) one at a time. The simplest possible assumption about how this attention
management would occur was made by Morrison (1984); he posited that when the
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reader lexically accesses a word (a) an eye-movement program is initiated and (b) at-
tention shifts to the next word. For reasons we discuss later, we thought this was too
simple, so we chose a slightly more complex model. We assumed that an earlier stage
of lexical access (L1) is the trigger for an eye movement, but that a later stage of lexi-
cal access (L2) is the trigger for an attention shift and hence the start of processing the
next word. One can view this system as one in which readers have developed a “cheat”
and trigger an eye movement (which takes appreciable time to execute) when they are
reasonably sure that the word has been comprehended (L1), but only start to process the
next word after the lexical process has completed (L2). In the model, we assume that
both (a) the duration of the first stage and (b) the time between the completion of the
first stage and the completion of the second stage are linear functions of log frequency.
(We will subsequently refer to the difference in time between when L1 and L2 are com-
pleted as the duration of the L2 stage.) We also assume that the durations of both stages
are affected by the predictability of the word from the prior text. In earlier versions of
the model, we assumed that the influence of predictability was multiplicatively related
to the influence of word frequency, but then realized (Rayner, Ashby et al., 2004) that
an additive version (i.e., that frequency and predictability made independent contribu-
tions to the speed of lexical access) was better.

There is one more assumption about how eye movements are triggered. This is an as-
sumption related to refixating the currently attended word. In an earlier version, we as-
sumed that a refixation on the currently attended word was programmed automatically
when a fixation began. (We will discuss below why this does not imply that all words are
refixated.) However, there were problems with this simple mechanism for refixations on
words, and in the current version, refixations are programmed (a) with a probability �1
when a word is fixated and (b) the probability depends on how far from the center of the
word the fixation is. However, as the refixation component is not a particularly well-
worked out aspect of the model, we will only give a sketch how these mechanisms can
explain refixations.

Now we turn to the assumptions about the programming and execution of eye move-
ments. The key assumption (adapted from Morrison, 1984) is that later eye-movement pro-
grams can cancel earlier eye-movement programs. This assumption is based on the work of
Becker and Jürgens (1979), who examined a much simpler situation than reading. They had
participants fixate a small area of light at point 1, which then moved abruptly to point 2.
When this was all that happened, people quickly fixated point 2. The key trials were when
the light moved abruptly again to point 3. If the gap in time between the two movements
was sufficiently large, participants fixated point 2 and then point 3. However, when the gap
was short enough, they merely fixated point 3, indicating that they could cancel the eye
movement to point 2.3 To capture saccade cancellation in our modeling, we assume that
there are two stages in a motor program: a labile stage followed by a non-labile stage. If an
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eye movement program is in the labile stage, a subsequent eye-movement program can can-
cel it, whereas if it is in the non-labile stage, it will be executed regardless of what other
programs are initiated. (In the latest versions of our model, the former stage is assumed to
be about 100 ms and the latter stage about 50 ms.)

Let us see how this relates to reading. First, let us examine skipping. What words are
skipped? Mainly words that take little time to process such as frequent and/or predictable
words. In E–Z Reader, as we shall see, a reader typically has done some processing of a
word before it is fixated and then finishes processing the word when it is fixated and the
signal from the completion of the L1 stage typically occurs about 100–150 ms after the
word is fixated. This produces a signal to fixate the next word in the text (word n�1).
Not that much after this (the L2 duration, which is typically �50 ms), attention moves to
word n�1 and lexical access of it begins. However, if word n�1 is easy to process, stage
L1 will be quick, and can finish before the end of the labile stage of the eye-movement
program to fixate word n�1. The completion of the L1 stage of word n�1 in these cases
thus produces a program to fixate word n�2 which will then cancel the program to fix-
ate word n�1, and hence word n�1 will be skipped. Moreover, as we have argued above,
the model predicts that the probability that this will happen will be greater for more fre-
quent and/or more predictable words. 

Before moving on, let us briefly sketch how this cancellation assumption affects 
refixations. This is easier to do if we use our earlier simple assumption that a program to
refixate a word is made automatically upon first fixating a word. As we indicated above,
this assumption would cause all words to be refixated unless the refixation program is
cancelled. When will the refixation program be cancelled? Answer: when the program to
fixate word n�1 occurs during the labile stage of this refixation program. This will occur
when word n (the fixated word) is easy to process because it is high frequency and/or pre-
dictable. Thus, the model predicts that lower-frequency words and less predictable words
are more likely to be refixated. (We should emphasize that we assume that the eye-move-
ment system knows nothing about cognition; thus all eye-movement programs are
assumed to have the same properties, regardless of the triggering mechanism.)

In addition, one needs to make assumptions about the targeting of the saccades. There
are two issues involved here. The first is to specify exactly what the target of a saccade
is. The second is to posit the error involved in the targeting procedure. In E–Z Reader, for
both of these issues, we basically imported the data and assumptions from work by
McConkie et al. (1998). We assume that the target of a saccade is the center of a word,
but that this is subject to both a constant error (i.e., short saccades, on average, will tend
to overshoot the target location and long saccades, on average, will tend to undershoot
the target location) and random error. These assumptions give a pretty good account of
the landing positions on a word. We should also emphasize that they also imply that the
target word (i.e., the attended word) is not always the fixated word (due to noise in the
oculomtor system). One more processing assumption is worth mentioning in this regard.
That is, that the speed of lexical processing does not only depend on the frequency of a
word and its predictability, but also where its letters are with respect to the fixation 
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point – the further these letters are from fixation, the slower processing is (due to visual
acuity concerns). This implies not only that processing a word in the parafovea before it
is fixated is less efficient than when it is fixated, but that longer words will be processed
more slowly than shorter words (all else being equal) because, on average, the letters of
longer words will be further from fixation. Moreover, this length effect is magnified, the
further the fixation point is from the center of the word.

This, in outline, summarizes the E–Z Reader model. As we hope we have indicated, it
can account qualitatively for many of the major phenomena of reading related to word
variables. It predicts that longer, less frequent, and/or less predictable words will be (a)
fixated longer, (b) skipped less, and (c) refixated more often. Moreover, it gives a very
good quantitative account of these phenomena for sentence reading (see Pollatsek et al.,
2006; Rayner et al., 2003). Furthermore, it does so using quite reasonable assumptions
about how long lexical processing takes and how long motor programs take. We make the
latter point, because there is still some skepticism that cognitive processes in reading can
possibly be fast enough to influence eye movements in an on-line fashion.

Before going on to briefly discuss the competing models, we need to return to a point
that we quickly slid over before: the motivation for positing two stages of lexical pro-
cessing rather than just have a single stage be the trigger for an eye-movement program
and an attention shift. One reason is that, if one assumes that there is a single stage of lex-
ical processing, there can be no delayed effects due to difficulty in lexical processing.
That is, a one-stage model would predict that one continues to process (and fixate) a word
until it is processed, and then, simultaneously, (a) an eye movement is programmed to
fixate word n�1 and (b) attention shifts to word n�1. Thus, the time that word n�1 will
be processed in the parafovea before it is fixated will be merely equal to the latency of
the eye-movement program and will not be a function of the difficulty of word n.
However, as indicated in an earlier section of this chapter, there are many findings that
the difficulty of word n often “spills over” to affect the time taken to process word n�1.
Our assumption that the duration of the second stage of word processing is also a func-
tion of difficulty of lexical processing explains such spillover effects. We should point
out, however, that the E–Z Reader model does not predict such spillover effects when
early stages of word identification are manipulated. In one such manipulation (Reingold
& Rayner, 2006), a target word was made quite faint and this increased the gaze durations
on this word by over 100 ms. However, in this case there were no spillover effects, con-
sistent with the likelihood that this manipulation only affected early stages of lexical
processing.

A second motivation for our assumption of two stages of lexical processing is that it
nicely explains the phenomenon that there is less preview benefit when the fixated word
is more difficult to process (e.g., Henderson & Ferreira, 1990; Kennison & Clifton, 1995;
White, Rayner, & Liversedge, 2005). This again, is explained by our assumption that the
duration of the second stage of lexical processing is a function of the difficulty of pro-
cessing the fixated word. (Roughly speaking, in the E–Z Reader model, the amount of
time a word is processed in the parafovea is equal to the eye movement latency minus the
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duration of this second lexical processing stage.) A third reason for our positing two pro-
cessing stages is that it also gives a significantly better account of the general data. That
is, a model that assumes only one stage can actually produce a decent global fit to the
reading data (i.e., predict mean gaze durations, mean first-fixation durations, mean skip-
ping rates, and other indices of reading as a function of word frequency, length, and pre-
dictability). However, in order to do so, a one-stage model needs to posit that processing
of parafoveal material is much more efficient than it is, which, in turn, leads it to predict
far too big effects of preview benefit (see Section 4 above).

As a result, we feel reasonably comfortable in the claim that our model gives a good
overall account of eye movements in reading as long as there are no “higher-order” dif-
ficulties in the text. However, it is admittedly vague on some points, such as what the two
stages of lexical access are, and there are some conceptual problems that we need to ad-
dress in the future. However, we will discuss those after briefly discussing some of the
other quantitative models of reading, perhaps not from the most unbiased perspective. 

7.2. Other Models

One model we will spend little time on is the Competition/Interaction model of Yang
and McConkie (2001, 2004). The reason for this is that the major way that their model
differs from E–Z Reader is that they posit that lexical processing plays only a minor role
in reading. This inference is mainly drawn from a rather unnatural paradigm in which text
keeps on disappearing rapidly and which may have little to do with normal reading.
Clearly, such a model is at variance with much of the data reviewed earlier, which shows
that many linguistic variables play a role in how long words are fixated. They admit that
such linguistic variables can play a role, but only in some cases when processing is
lengthened appreciably. However, this is at odds with the data that show, for example,
that the distribution of fixation durations on less frequent words is essentially the same
shape as that for more frequent words, except that the whole distribution is shifted to the
right (see Rayner, 1995; Rayner, Liversedge et al., 2003). The variance for the less fre-
quent word, admittedly, is slightly bigger; however, the pattern is not what would be pre-
dicted if a large majority of fixations durations were determined by low-level processing
and a few long fixations were due to difficulty in processing the low-frequency words.

In contrast, lexical processing is at the core of two of the other competing models
(SWIFT and Glenmore). A major difference between them and E–Z Reader is that lexi-
cal processing is assumed to go on in parallel in both models. In SWIFT, it is assumed
that lexical processing is simultaneously occurring on four words (from the one to the left
of fixation up to the two words to the right), whereas in Glenmore, processing only oc-
curs on the fixated word and the one to the right. Moreover, in SWIFT, the assumptions
about the relation between lexical processing and eye-movement control are complex; for
example, lexical excitation is assumed to have an inverted U-shaped function as far as
how the word attracts attention and thus an eye movement. Both models appear to make
these parallel assumptions about lexical processing because of so-called parafoveal-on-
foveal effects (Kennedy, 2000; Kennedy & Pynte, 2005), in which the duration of
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fixations on word n are influenced by the properties of word n�1. That is, such effects
seem incompatible with a serial processing model such as E–Z Reader. Space does not
permit a full discussion of this issue, so we will briefly address three points.

First, lexical parafoveal-on-foveal effects are far from an established empirical phe-
nomenon (see Rayner & Juhasz, 2004; Rayner, White, Kambe, Miller, & Liversedge,
2003). That is, although there appear to be reliable parafoveal-on-foveal effects when
word n�1 is visually or orthographically unusual, parafoveal-on-foveal effects caused by
lexical properties are far from established. Thus, at present, there is nothing in this phe-
nomenon that is particularly suggestive that lexical processing is occurring in parallel.
Second, E–Z Reader in fact can explain some parafoveal-on-foveal effects, as it predicts
that words are occasionally mistargeted; hence, with some reasonable probability the
reader intended to fixated word n�1 (and is attending to it) but the saccade fell short and
the reader is fixating word n (see Rayner, Warren et al., 2004). However, because of the
uncertainty of many of the phenomena, we have not tried to model parafoveal-on-foveal
effects, so we can not be sure that the model does in fact adequately explain such phe-
nomena. Third, we hesitated to posit parallel processing of words because it does not
seem all that psychologically plausible. That is, as current modeling of word identifica-
tion is having a very hard time in explaining how a single word is identified, we think it
is almost like positing magic to say that more than one word is processed in parallel.
(There might be exceptions for frequent combinations of short words like ‘‘to the’’.)
More generally, from a modeling standpoint, we think that the serial processing assump-
tion makes the model more transparent, and thus makes it a more valuable heuristic
device for understanding reading, and that one should abandon it only if there are com-
pelling reasons to do so.

7.3. Models’ Summary

Let us briefly close this section by commenting on the problems with the model and
what we see as what needs to be accomplished in the next 3–5 years in modeling. First,
E–Z Reader, like the other models, does not contain a serious model of word recogni-
tion. We have merely posited processes that have finishing times influenced by vari-
ables such as frequency. This needs addressing. Second, we have been quite vague
about what L1 and L2 are, and have merely used vague terms such as “lexical access”,
without specifying what codes are accessed (e.g., orthographic, phonological, seman-
tic, syntactic). One arena that this lack is particularly apparent is that, at present, we
have no complete satisfactory way of explaining the effects of lexical ambiguity dis-
cussed earlier. One can possibly push these effects off to the “higher-order processing
system”, but this seems unsatisfactory. We are currently working on this (Reichle et al.,
2006a). Second, as indicated earlier, there are certain syntactic and semantic anomalies
that have quite immediate effects on eye movements. This suggests that, if one wants
to model all immediate eye-movement effects (presumably the scope of the E–Z
Reader model and competing models), one has to come up with a satisfactory expla-
nation of why these effects (but not others) are immediate. We think the solution to this
problem will be non-trivial. However, let us close on a more positive note. That is, our
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modeling was previously also fairly vague about its assumptions about early (pre-lex-
ical) visual processing and its relation to lexical processing. We have addressed most
of these issues in a recent article (Pollatsek et al., 2006).

8. GENERAL SUMMARY

In this chapter, we have reviewed data on eye movements in reading. It is clearly the
case that the ease or difficulty associated with the fixated word strongly influences how
long the reader will look at that word. Current models of eye-movement control have
seized heavily on this fact and have been very successful in accounting for a large amount
of the variance in how readers move their eyes through text. But, as we have seen, there
are also clearly other influences on eye movements besides low-level lexical factors.
Nevertheless, it does appear that a great deal can be accounted for via the assumption that
lexical processing (or the ease or difficulty associated with the fixated word) is the en-
gine driving the eyes through the text and that higher-order information primarily serves
to intervene when something does not compute well.

Finally, we hope it is obvious that eye movements continue to be an excellent way to
study the moment-to-moment processes inherent in the reading process. As we have seen
in our discussion of higher-order factors, there are many difficulties in interpreting the
eye-movement record when the manipulations involve syntax or higher-order semantic
processing. However, it terms of inferring moment-to-moment mental processing during
reading, it is not clear that there are any other measures that provide the temporal preci-
sion that eye movements provide. 
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