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Language Acquisition and Use:
Learning and Applying
Probabilistic Constraints

Mark S. Seidenberg

What kinds of knowledge underlie the use of language and how is this knowledge ac-
quired? Linguists equate knowing a language with knowing a grammar. Classic “poverty
of the stimulus” arguments suggest that grammar identification is an intractable inductive
problem and that acquisition is possible only because children possess innate knowledge
of grammatical structure. An alternative view is emerging from studies of statistical and
probabilistic aspects of language, connectionist models, and the learning capacities of
infants. This approach emphasizes continuity between how language is acquired and how
it is used. It retains the idea that innate capacities constrain language learning, but calls
into question whether they include knowledge of grammatical structure.

Modern thinking about language has been
dominated by the views of Noam Chomsky,
who created the generative paradigm with-
in which most research has been conducted
for over 30 years (1). This approach con-
tinues to flourish (2), and although alterna-
tive theories exist, they typically share
Chomsky’s assumptions about the nature of
language and the goals of linguistic theory
(3). Research on language has arrived at a
particularly interesting point, however, be-
cause of important developments outside of
the linguistic mainstream that are converg-
ing on a different view of the nature of
language. These developments represent an
important turn of events in the history of
ideas about language.

The Standard Theory

The place to begin is with Chomsky’s clas-
sic questions (4): (i) what constitutes
knowledge of a language, (ii) how is this
knowledge acquired, and (iii) how is it put

to use? The standard theory provides the
following answers (1–5).

In answer to the first question, what one
knows is a grammar, a complex system of
rules and constraints that allows people to
distinguish grammatical from ungrammati-
cal sentences. The grammar is an idealiza-
tion that abstracts away from a variety of
so-called performance factors related to lan-
guage use. The Competence Hypothesis is
that this idealization will facilitate the iden-
tification of generalizations about linguistic
knowledge that lie beneath overt behavior,
which is affected by many other factors.
Many phenomena that are prominent char-
acteristics of language use are therefore set
aside. The clear cases that are often cited in
separating competence from performance
include dysfluencies and errors. In practice,
however, the competence theory also ex-
cludes other factors that affect language use,
including the nature of the perceptual and
motor systems that are used; memory capac-
ities that limit the complexity of utterances

that can be produced or understood; and
reasoning capacities used in comprehending
text or discourse. The competence theory
also excludes information about statistical
and probabilistic aspects of language—for
example, the fact that verbs differ in how
often they occur in transitive and intransi-
tive sentences (“John ate the candy” versus
“John ate,” respectively), or the fact that
when the subject of the verb “break” is
animate, it is typically the agent of the
action, but when it is inanimate, it is typi-
cally the entity being broken (compare
“John broke the glass” with “The glass
broke”). That this information should be
excluded was the point of Chomsky’s fa-
mous sentence “Colorless green ideas sleep
furiously” and the accompanying observa-
tion that, “I think that we are forced to
conclude that . . . probabilistic models give
no particular insight into some of the basic
problems of syntactic structure” (6). Finally,
the competence theory also disregards the
communicative functions of language and
how they are achieved. These aspects of
language are acknowledged as important
but considered separable from core gram-
matical knowledge.

The grammar’s essential properties in-
clude generativity (it can be used to pro-
duce and comprehend an essentially infi-
nite number of sentences); abstractness of
structure (it uses representations that are
not overtly marked in the surface forms of
utterances); modularity (the grammar is or-
ganized into components with different
types of representations governed by differ-
ent principles); and domain specificity (lan-
guage exhibits properties that are not seen
in other aspects of cognition; therefore, it
cannot be an expression of general capaci-
ties to think and to learn).

The second question regarding language
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acquisition is framed in terms of how the
child acquires a grammar with these prop-
erties. This problem is said to be solvable
only if the child possesses considerable
grammatical knowledge in advance of ex-
perience, that is, from birth. The basis for
this conclusion is a set of observations
about the nature of acquisition termed the
“poverty of the stimulus” argument (1, 5).

Several aspects of the child’s experi-
ence make grammar learning a difficult
inductive problem. The input to the child
is degenerate, consisting of both grammat-
ical and ungrammatical sentences that are
not labeled as such. It is also variable:
children are exposed to different samples
of utterances but converge on the same
grammar. The input does not include re-
liable negative evidence, that is, evidence
about which structures are not allowed by
the grammar; logical arguments suggest
that in the absence of such evidence there
must be strong innate constraints on the
possible forms of grammars (7). Finally,
languages exhibit properties for which
there is no positive evidence in the input.
The claim here is that there cannot be any
overt evidence for the kinds of abstract
underlying structures characteristic of
grammatical theory (8). That essential as-
pects of grammar are innate—represented
in the brain of the neonate—is said to be
the only viable explanation for how lan-
guages could be learned so rapidly yet
under such impoverished conditions. This
hypothesis simultaneously accounts for
universal properties of languages.

These classic learnability arguments are
thought to severely limit the role of expe-
rience in acquisition. The input is said to be
too poor in that what people know extends
far beyond the sample of utterances to
which they are exposed, but simultaneously,
the input is said to be too rich insofar as it
affords incorrect inductive generalizations
that children never make. The input there-
fore cannot be the source of core aspects of
linguistic knowledge. The major thrust of
the “learnability” approach is that language
is essentially unlearnable and therefore
must be a kind of human instinct (9). The
role of experience is merely to allow the
child to acquire a lexicon and set some
language-specific parameters (10).

The third question, regarding how lan-
guage is used, is traditionally framed in
terms of how the grammar is used in pro-
ducing and comprehending utterances.
Understanding performance is thought to
presuppose having a substantive theory of
the structure of language in hand, and, in
fact, much more research has focused on
working out the details of the competence
grammar than on studying how it is used.
The validity of this assumption about the

epistemological precedence of grammar is
an issue to which I return later.

Other Developments

This elegant account of the nature of lan-
guage is complicated by two major develop-
ments outside the linguistic mainstream.

Emergence of connectionism. The connec-
tionist or neural network approach is being
used to address many issues in the cognitive
and neurosciences (11). Connectionist the-
ories attempt to explain behavioral phe-
nomena in terms of networks of simple,
neuronlike processing units. Such networks
are typically implemented as computational
models that learn to perform tasks, such as
recognizing words or faces on the basis of
exposure to examples. Learning involves
gradual changes to the weights on connec-
tions between units that determine patterns
of activation in the network. The behavior
of the system depends on its architecture
(the number and types of units, the pattern
of connectivity between them, and the
equations governing the spread of activa-
tion), the structure implicit in the ensemble
of training examples, and the learning rule
used to adjust the weights. Connectionist
concepts are also being used to develop
theories of neuronal function, particularly
how collections of neurons come to perform
complex tasks (12). The use of the same
theoretical vocabulary to explain both ob-
servable behavior and its neurophysiologi-
cal basis is an important development, pre-
senting the possibility of a unified account
of the two.

Connectionism makes available a rich
set of tools and ideas that are potentially
relevant to understanding language. First,
it incorporates a novel form of knowledge
representation that provides an alterna-
tive to equating knowledge of a language
with grammar. Whereas grammatical the-
ory focuses on characterizing the structure
of language, the connectionist approach
focuses on how networks come to perform
tasks such as comprehension and produc-
tion (13). Such networks do not directly
incorporate or implement traditional
grammars; rather, grammatical theory can
be seen as providing higher level general-
izations about network behavior. These
descriptions are only approximately cor-
rect because they abstract away from de-
tails of the underlying computational
mechanism (14).

Second, the learning procedures used in
training these networks (15) represent a
significant advance over the simpler ones
that were the focus of earlier criticism (16).
An important property of these algorithms
is their ability to derive structural regulari-
ties from relatively noisy input data. This

property is relevant to how the child ac-
quires language under naturalistic condi-
tions and has important implications for
poverty-of-the-stimulus arguments, which
are discussed below.

Third, these learning principles are typ-
ically used in training multilayer networks
that provide a model of how people develop
abstract representations of language and
other complex phenomena (17). Such un-
derlying representations are created as net-
works find solutions to the tasks they are
learning to perform (18). This possibility
was not afforded by earlier theories in
which learning merely involved the cre-
ation of stimulus-response chains (19).

Fourth, such models provide an alterna-
tive account of generalization. The standard
approach emphasizes the observation that
the grammar, though finite, can be used to
generate an infinite set of sentences. The
capacity to generalize has provided the clas-
sic evidence that knowledge of a language
involves rules (20, 21). Connectionist mod-
els provide an alternative account: although
the weights are set on the basis of experi-
ence, they can be used to process novel
forms. Networks trained on the pronuncia-
tions of written words in English, for exam-
ple, can generalize to novel forms to which
the network has not been exposed (22).

Finally, these networks incorporate a
powerful processing mechanism. Process-
ing involves the parallel satisfaction of
multiple, simultaneous, probabilistic con-
straints (23). The network is trained
through exposure to a large number of
examples. The learning algorithm allows it
to represent the statistical structure of the
input. The weights can then be seen as
encoding a large number of probabilistic
constraints derived from prior experience.
These constraints include simple and
complex contingencies between different
types of information. The network’s out-
put on a given trial simultaneously satis-
fies all of these intersecting constraints.

Renewed interest in statistical and probabi-
listic aspects of language. Although Chom-
sky’s remarks in 1957 about the limits of
statistical approaches to language largely
extinguished interest in the topic for many
years (24), several converging develop-
ments have led to a strong revival of inter-
est in these aspects of language in the
1990s.

One factor has been the technical ad-
vances that permit more serious investiga-
tion of these issues. The large language
samples and computational resources re-
quired for deriving robust estimates of lan-
guage statistics have only recently become
available to researchers. An important step
was the creation of major archives of adult
and child language corpora (25). Interest
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has also been stimulated by significant ad-
vances in the use of statistical approaches in
applied areas such as automatic speech rec-
ognition and machine translation (26).

Among psycholinguists, there is an in-
creasing appreciation of the relevance of
this kind of information to language acqui-
sition and use. Studies of adult language
comprehension have focused on processes
that occur “on-line” in listening or reading
(27). Sentences exhibit multiple ambigu-
ities, creating a complex computational
problem for the perceiver. In sentence 1
below, for example, the word “plane” can
refer to an airplane, a geometric element, or
a tool, and the word “left” can be either a
direction or the past tense of leave. These
lexical ambiguities coexist with syntactic
ambiguities spanning several words. In sen-
tence 1, the comprehender must determine
that “left” is a verb, that it is in the active
voice, that “the plane” is the entity doing
the leaving, and that “for” introduces the
destination (the east coast) of the leaving
event. In sentence 2, “left” is again a verb
but in the passive voice, “the plane” is the
entity being left by some unspecified agent,
and “for” indicates a beneficiary (the re-
porter) of the leaving event. Such ambigu-
ities are a pervasive aspect of natural lan-
guage and must eventually be resolved for
comprehension to occur.

1) The plane left for the East Coast.
2) The plane left for the reporter was

missing.
3) The note left for the reporter was

missing.

Psycholinguistic experiments indicate
that ambiguities are resolved by rapidly ex-
ploiting a variety of probabilistic con-
straints derived from previous experience
with language and the world (28). Some
constraints relevant to sentences 1 and 2
include the fact that the vehicle meaning of
“plane” is more frequent than its other
meanings, and that the verb “left” is used
more often in active rather than passive
constructions. In addition to this first-order
frequency information, there are combina-
torial constraints concerning the probable
relations between words. For example, the
verb interpretation of “left” is promoted in
sentences 1 and 2 by the fact that “plane” is
not a plausible modifier of the noun “left,”
so that “the plane left” is not a sensible
noun phrase. Although sentence 3 above
has the same syntactic structure as sentence
2, it is more easily comprehended because it
is much more plausible for a note to be left
than to leave (29).

Connectionist principles provide an ac-
count of how these kinds of information
can be efficiently acquired, represented,

and exploited. The simultaneous satisfac-
tion of multiple probabilistic constraints
provides a way of rapidly and efficiently
combining different sources of information.
Importantly, the interactions among con-
straints are nonlinear: bits of information
that are not very constraining in isolation
become quite informative when taken in
conjunction with other bits of information.
Both “the plane” and “left” are highly am-
biguous insofar as both have multiple com-
mon meanings involving different parts of
speech. Yet the conjunction of the two
makes it very likely that “the plane” is an
airplane and “left” is the past tense of leave.
It is the capacity to exploit multiple sources
of probabilistic information that allows the
network, and by hypothesis the compre-
hender, to rapidly converge on correct in-
terpretations (30).

Given this view of adult performance, the
principal question about acquisition is how
the child develops a system with these char-
acteristics. Seen in this light, recent findings
concerning the remarkable learning abilities
of infants are enormously exciting (31).
Such studies show that infants naturally and
automatically encode statistical aspects of
caregiver speech without overt guidance or
reward (32). Much of the evidence has
emerged from studies of infants’ acquisition
of speech (31). Current research focuses on
how infants use such analyses of the input to
solve problems such as identifying words in
continuous speech and their grammatical
functions. Such learning apparently begins
in utero, because newborns prefer listening
to speech in the mother’s language as op-
posed to other languages (33). Learning
based on the frequencies and distributions of
environmental events is emerging as an es-
sential aspect of cognitive development
(34).

To summarize, theories of competence
grammar have excluded various aspects of
language use in pursuit of more fundamen-
tal generalizations. Facts about language are
explained in terms of abstract, domain-spe-
cific knowledge structures that are remotely
related to the child’s experience. Language
therefore gives the appearance of being un-
learnable and unrelated to other aspects of
cognition. More recent studies suggest that
acquisition and processing are driven by
exactly the kinds of information that com-
petence grammar has traditionally exclud-
ed. On the newer view, the child’s task is
learning to use language, not grammar iden-
tification. This performance orientation
emphasizes the continuity between acquisi-
tion and skilled processing: the same mech-
anisms are involved in acquiring language
as in using it. In acquisition research, the
informal notion of “bootstrapping” has been
used to describe how children use correla-

tions between different aspects of language
to infer structure (35). Connectionist net-
works provide a generalization and formal-
ization of this notion in terms of the satis-
faction of multiple probabilistic constraints.
This mechanism plays a key role in the
child’s entry into language, providing the
basis for identifying words, their meanings
and grammatical functions, and the kinds of
structures they participate in (36). The
bootstrapping mechanisms that provide en-
try into language for the child are in the
adult the constraint satisfaction mecha-
nisms used in skilled comprehension and
production.

Thus, the newer approach attempts to
explain language in terms of how it is ac-
quired and used rather than an idealized
competence grammar. The idea is not mere-
ly that competence grammar needs to in-
corporate statistical and probabilistic infor-
mation; rather, it is that the nature of lan-
guage is determined by how it is acquired
and used and therefore needs to be ex-
plained in terms of these functions and the
brain mechanisms that support them. Such
performance theories are not merely the
competence theory plus some additional as-
sumptions about acquisition and processing;
the approaches begin with different goals
and end up with different explanations for
why languages have the properties that they
have.

Current Issues

The framework that I have described is
new, and very little research has as yet been
published; much of what there is consists of
conference papers and doctoral theses. Lit-
tle of the work to date has addressed the
kinds of phenomena that have been the
focus of linguistic theorizing over the past
several decades, so the range of phenom-
ena that the framework will be able to
explain is still to be determined. What is
already clear, however, is that the ap-
proach provides a plausible basis for re-
opening classic questions about language
acquisition. This can be seen by examin-
ing the well-studied problem of how chil-
dren acquire knowledge of verbs. Consider
sentences 4 through 9 (asterisks indicate
ungrammatical sentences):

4) I loaded the bricks onto the truck.
5) I loaded the truck with bricks.
6) I poured the water onto the ground.
7) *I poured the ground with water.
8) *I filled the bricks onto the truck.
9) I filled the truck with bricks.

Speakers of a language eventually come
to know both the meanings of verbs and a
complex set of conditions governing their
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occurrence in sentences. The three seman-
tically similar verbs “load,” “pour,” and “fill”
are associated with different syntactic priv-
ileges in English. “Load” can appear in both
locative (sentence 4) and “with” (sentence
5) constructions; “pour” and “fill” each al-
low one of the two alternatives. How chil-
dren acquire this knowledge has been the
focus of considerable debate (37, 38). Stan-
dard poverty-of-the-stimulus arguments
suggest that the problem is quite hard (39).
Children are exposed to erratic samples of
such structures yet rapidly converge on the
right generalizations. Parents do not pro-
vide reliable negative evidence: They do
not explicitly say that sentence 6 is allowed
but sentence 7 is not. Thus, the child, in
contrast to the linguist, does not have ac-
cess to all of the structures in sentences 4
through 9. When ungrammatical utterances
happen to occur, they are not labeled as
such. Children nonetheless have to learn
the conditions under which verbs do not
enter into specific constructions. Although
errors are made in the course of acquisition
(for example, “Daddy, disappear the coin”),
children’s behavior seems highly con-
strained insofar as there are many incorrect
generalizations that could be made but are
not. The mechanisms that prevent children
from accepting sentences 7 or 8 by analogy
to sentences 4 and 5 have been a source of
mystery.

One important hint is provided by the
observation that there are “neighborhoods”
of verbs with similar privileges of occur-
rence (38, 40): “load,” for example, patterns
with verbs such as “pile,” “cram,” “spray,”
and “scatter”; “pour” patterns with “drip,”
“slop,” and “slosh”; “fill” with “blanket,”
“cover,” and “coat.” Being able to discern
these subgroups would be quite beneficial to
language learners because it would liberate
them from having to be exposed to exam-
ples of every verb in every construction. A
child might not have heard a sentence such
as sentence 6 but would know that it is
felicitous on the basis of exposure to sen-
tences containing semantically related
verbs that pattern the same way. Similarly,
the fact that a group of related verbs all
occur in the same syntactic structures might
provide a kind of “indirect negative evi-
dence” that other verbs do not behave this
way (41).

Unfortunately, merely describing the
conditions governing the use of verbs in
English has proved quite difficult, and how
the child would ever converge on the rele-
vant generalizations on the basis of the
limited information provided by parental
speech has been unclear. The verbs within
a group tend to overlap in meaning (for
example, pile and cram); however, they also
differ in some respects (for example, spray-

ing and scattering involve dispersion of the
affected element but piling and cramming
do not), and there are similarities between
verbs that pattern differently (for example,
pour and fill). The traditional approach is
to try to state these regularities as rules and
then determine how the child could infer
them on the basis of the limited informa-
tion available. Framed in this way, the task
is so complex that it appears unsolvable
without innate grammatical knowledge
(38).

From the probabilistic constraints per-
spective, these phenomena represent a clas-
sic constraint satisfaction problem. There
are several sources of systematic though
probabilistic information governing verbs
and the structures in which they occur.
These include facts about the semantics of
verbs, such as how much they overlap; cor-
relations between verbs and both the syn-
tactic structures they license and the kinds
of events they describe; and item-specific
idiosyncrasies that are the result of process-
es of language change or historical accident.
Connectionist networks are well suited to
capturing systems with this character. Im-
portantly, a network configured as a device
that learns to perform a task such as map-
ping from sound to meaning will act as a
discovery procedure, determining which
kinds of information are relevant. Evidence
that such models can encode precisely the
right combinations of probabilistic con-
straints is provided by Allen (42), who im-
plemented a network that learns about
verbs and their argument structures from
naturalistic input.

These phenomena are the focus of on-
going research, and the issues are by no
means settled. However, even at this early
stage several implications are coming into
focus. First, it is clear that standard poverty-
of-the-stimulus arguments have less bearing
on solving this kind of problem than was
assumed before the development of models
such as Allen’s. The degeneracy of the in-
put (the fact that it includes ungrammatical
utterances) has little impact because the
model is not performing grammar identifi-
cation. Input variability is not crucial be-
cause the model’s performance on any given
verb does not solely depend on experience
with it; the model benefits from exposure to
other verbs that pattern similarly and dif-
ferently. Finally, such models provide a
mechanism by which the child could avoid
overgeneralizations such as sentence 7
without negative evidence. Much of the
debate about the nature of the child’s
experience has focused on whether such
evidence is available in useful form (43).
From our perspective, however, what is
more important is the vast amount of in-
formation provided by the statistical struc-

ture of the input and the power of con-
straint-satisfaction networks to distill
what is relevant. The network has to find
a set of weights that produce correct out-
put for all verbs. The examples that the
network is trained on provide positive ev-
idence resulting in changes to the weights
that favor attested constructions. Because
a common set of weights is used to encode
all verbs, these changes simultaneously
provide evidence against other construc-
tions to which it has not been exposed.
The effect is very much as Chomsky con-
jectured in his discussion of indirect neg-
ative evidence. Direct negative evidence,
to the limited extent it is available, is not
crucial and merely represents another
probabilistic constraint.

A second implication concerns the rel-
evance of poverty-of-the-stimulus argu-
ments to other aspects of language. Verbs
and their argument structures are impor-
tant, but they are language-specific rather
than universal properties of languages and
so must be learned from experience. Other
initial successes of the network approach
have been in areas such as vocabulary ac-
quisition, which also involves language-spe-
cific knowledge (36, 44). Although the
network approach is useful in such domains,
it is the properties of universal grammar
that are thought to be unlearnable. It is
therefore important to observe that stan-
dard poverty-of-the-stimulus arguments ap-
ply to aspects of language that must be
learned, as well as to putative properties of
universal grammar (39). If the network ap-
proach applies to phenomena such as verb
learning, it must be determined if it also
applies to other aspects of language that
present similar problems.

Conclusions

I have outlined an emerging view of lan-
guage that is generating considerable inter-
est. This approach rejects the older view’s
assumption that the starting point for in-
vestigations of language is an idealized com-
petence grammar. The goal is instead to
explain the nature of language in terms of
facts about how language is acquired, used,
and represented in the brain. As I have
stressed, the approach is new and there are
as yet few solid results in hand. Vast areas of
language have yet to be addressed at all.
Moreover, the claim that humans are born
with innate knowledge of grammar does not
rest solely on issues concerning acquisition;
other phenomena such as universal aspects
of language structure, creolization, and dis-
sociations between language and other as-
pects of cognition are thought to converge
on the same conclusion (8). As with the
poverty-of-the-stimulus argument, it will be
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necessary to reexamine these claims in light
of the alternative theoretical framework be-
fore drawing definitive conclusions. Per-
haps the major achievement to this point is
the articulation of a framework in which
these important phenomena can be consid-
ered anew. Clearly, what is innate about
language cannot be determined without ex-
ploring the role of experience to its limits.

For many linguists, these developments
represent an unwelcome regression to an
empiricist view that modern linguistic
theory was thought to have definitively
refuted years ago (21). This approach does
not deny that children are born with ca-
pacities that make language learning pos-
sible; rather, it questions whether these
capacities include knowledge of linguistic
universals per se. When the generative
paradigm was created, the concept of in-
nate grammatical knowledge provided a
needed alternative to tabula rasa empiri-
cism. The approach assumed that the na-
ture of the biological endowment relevant
to language could be deduced from studies
of competence grammar. Research in de-
velopmental neurobiology and in cogni-
tive neuroscience has since begun to yield
more direct and specific evidence about
how brains are structured and develop
(45). Innate capacities may take the form
of biases or sensitivities toward particular
types of information inherent in environ-
mental events such as language, rather
than a priori knowledge of grammar itself
(46). Brain organization therefore con-
strains how language is learned, but the
principles that govern the acquisition,
representation, and use of language are not
specific to this type of knowledge.
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