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Word recognition in reading is one of the
most extensively studied topics in cognitive
psychology-neuropsychology-neuroscience.
Computational models are among the tools
available

per under-
stunding of cognitive phenomena, and they

lor developing a dee

have plaved o particularly important rele in
research on normal and disordered reading,
My goal m this chuapter 5 1o review some of
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ones that focus on a particular task, Sufch as
lexical decision (e.p., Wagenmakers et al.,
2004)."
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the first, to my knowledge, to utilize the
metaphor of a lexicon consisting of entries
(1o ogogens, later termed localist :ﬂﬂﬁm} COrre-
sponding to individual words. The logogen
tor a word encoded {responded m} informa-
tion about its %’a.audl, seimantic, and acoustic
codes. These codes were represented by sets
ot atiributes {or “features™). When a word
was processed, the numerical value associ-
ated with the logogen that encoded any of
the word's visual, semantic, or acoustic attri-
butes was incremented. It would be conve-
nient to term this “activating” a logogen,
but this tern1 was not introduced until later
Other logogens that encoded these features
would also be incremented {e.g., the /b/ in
book would increment the values for other
words containing this phorwmf‘) leading
to what would later be called “competition
among partially activated alternatives.” The
“winning” logogen was determined by Luce’s
choice rule (Luce, 1959). The resemblances
to later localist conmectionist models (e.g.,

McClelland and Rumelhart, 1981; the lexical
route in Coltheart et al’s 200 DRC model,
both discussed later in this chapter) are
obvious. It is worth pausing for a moment
to recognize the sheer number of essential
concepts that were introduced in this pio-
neering work and incorporated in modihed
or relabeled form in later work.

A second  important
the model developed by Marshall and
”“xmmomh* (1973), which introduced the
idea of different word proc
[u% wal, phonological, s
ral fr .:ammmrﬂ tater became known as the
-"lu‘eaEwa"m'ata-'h model {Baron and Strawson,
1976; Coltheart, 1g78). Based on a logical

analysis of the properties of English spell-
ing, Marshall and Newcombe deduced that
pwu‘;ivz s ability to read aloud irregularly
pronounced words (such as pint and give)

ancestor  was

ssing routines
ermnantic}. This gen-

as well as unfamiliar, nonce words (such as
mm} must involve two mechanisms, later
termed the lexical and sublevical routes
respectively,. Whereas Morton ]"wrqumt a

mathematical characterization of the major
tenets of his theory, dual-route models were
stated informally in a guasi-computational

information processing language. Again it is
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worth pausing to acknowledge the extent o
which the later computational versions of
the dual-route model (i.e., DRC) adhere to
these earlier informal proposals.

The dualroute model was the domi-
nant theory of word recognition through
the 1980s. As in Marshall and Newcombe's
original work, much of the motivation for
the model came from studies of patients
whose brain injuries impaived their read-
ing in ditferent ways. camiple, patients
termed “phonological dyslexics” were rela-
tively more impaired at reading nonwords
(e.g., nust, faige) than “regulag”
as must or "exception” words such as have.
This selective impairment of nonwords
was said to imply damage to the nonlexical
mechanism responsible for generating the
pronunciations of novel letter strings, which
Coltheart (1958) construed as “g‘gmy sheme-
phoneme correspondence rules” [GPC a}
Conversely, patients termed “surface dysle
ics” were relatively more impaired in readi
ption words than regular words or nen-
words, This implied damage to the lexical
raming mechanism responsible for wen {[~
specihc information. This double d
tion was thought to provide strong cvidence
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the reading system, or L“;]Li;];g CO-00CCUrTing
but otherwise unrelated deficits,

Such was the state of allairs in the
modeling of word recognition circa 198+,
Model closely tied to
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%uns;mmal ardn«
" the pattern

”imp;(* of ﬁw appmadﬁ Owr time,
Pv, mrfh all and Newcombe's relatively simple
gant model évolved into more com-

:Emw that.dealt with a broader range
phenomena {e.g., agnosia,
de from a briel detour into
y" models (Kay and Marcel, 1981},
however, the models retained the two nam-
ing mechanisms of the dual-route approach
at their theoretical core.
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1.1 Transitions
In the late 19fos, several developments con-
sired to digfupt the status quo. One was dis-

zed many
; ni’wu g (1088), The
?mw and arrow mmiul‘h were stat

‘3 at ic’ L’H : about how intorma-
1 and processed unspec-
ere pot well-suited o
i wracterizing the time course of events that
urred in perform

a CONCeS in Seid

> diagrams

ft ey cle

iing a task such as pro-
nouncing a letter string sloud. The absence
of these types of information made it difhi-
cult 1o assess the v Fidii‘j\; ol claims pitched
at the level of the functional architecrure:
it was ditheult to determine if a proposed
produce the intende afﬁ
ts. The models were unconstrained i

the sense that new structures and opera-
tions could be added in response to sp
phenomen:

mechanism would

rest

even the be hm dor o a single
patient. This lent them an ad hoe character
The lack of specificity and the lack of con-

[§4]

straits on the formalism created two prob-
e One i the familiar lack of falsihability-
it couldn't be determined if proposed
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mechanisms would work in intended ways,
it couldn’t be determined if they would fail
to waork. Moreover, it was too easy to adj ust
models to fit specific data patterns by add-
ing new modules or processing assumptions.
A second, equally important concern is that
such models could account for both phe-
nomena that do occur and ones that do not
(see Seidenberg, 1993 for discussion}. It isn't
sufficient that a model account for partic-
ular data patterns; given an unconstrained
modeling language, and a narrow focus on
particular phenomena, any pattern can be
mimicked. Considerable explanatory power
is gained if a model can simultaneously
account for why other outcomes are not
observed. Whereas falsihability involves
finding data that disconfirm a theory, this
second criterion involves showing that a

model correctly rules out data that do not
occur.

The box and arrow models did not
the latter challenge (Seidenberg, 1988).
close to

N

Rather, they seemed dangerously
redescriptions of phenomena in a pseudo-
computational language.

Other concerns arose about method-
c%ogy Nurnerous battles broke out about
best practices. There was an  extended
i“’bah, about the value of single case stud-
ies versus analyses of groups of subjects (cf
Caplan, 1985; Caramazza, 1086, and oth-
ers}. Unsurprisingly perhaps, the debate did
not yield a consensus, but, utility of group
studies aside, one effect was to strengthen
arguments in favor of the importance of
inclividual case studies. Eventually, however,
additional concerns arose about the interpre-
tation of case studies (Plaut, 1995; Woollams
et al, 2000). Another question was whether
the methodology was powerful enough o
converge on the correct theory of the func-
tional architecture. For ex xample, there was
extended debate about whether the func-
tional architecture includes a single seman-
tic system or multiple ones (cf Caramazza
et al,, wyo; Shallice, 1993). The conjunction
of informal modeling and behavioral data
was not sufficient to converse on a clear
answer. .

linkage
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{Concerns were

r“é‘

raised about t
: 1 and theory, specifi-
cally the kinds of iﬂﬁ‘ﬁfl‘t“i“&v‘;“@&; that could be

between dat
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drawn from patient data (Farah, 1g9g94). Many
people took issue with the classical interpre-
tation of double dissociations, calling into
qguestion whether such dissociations pro-
vide airtight evidence for independent com-
ponents in the functional architecture {cf.
Dunn and Kirsner, 2003; Juola and Plunkett,
zoo0; Plaut, 1995, Van Omen et al., zoot).
Such dgsmu(ﬂ‘mng might arise fmm other
sources: For example, they might represent
different points on a distribution of effects
created by a combination of factors includ-
ing different types or degrees of damage to a
single system, different degrees of recovery
of function or effects of different types of
remediation, or different effects of a given
type of pathology due to premorbid indi-
vidual differences. Many of these concerns
arose in connection with models of reading,
however, they applied more broadly to the
functional architecture approach.

1.2 Enter compuitational models

There were several responses to these chal-
lenges. flared
and burned out, as researchers lost interest
in issues that became ﬂmgg@d down with-
out clear resolution (sce, 1
[E-@hatt. about dehicits in access versus rep-
esentation; Rapp and Caramazza, 1993}
ome researchers continued to rely on
the traditional approach (see, for example,
Miozzo, 2003 and Rapp and Caramazza,
200z, which still use individual case studies

Some controversies merely |

or example, the

"‘*fj}“‘

lJ

and *%M classical logic governing the iden-
tification of um nwmunm of the functional
architecture). However, some
took up the Lhali-- e of developing models
that were more fully specified at the level
of how knowledge sented and pro-
cessed. The method for achieving this level
of mechanistic detail was the implementa-
imn of simulation models.
The simulation mode
had been introduced to “?‘53& holooy some
earlier by Newell and Simon

researchers

is repr

ing methodology

years
Their models mainly addressed
reasoning and problem solving. The pioneer
ation of this e.a‘gjqrvmach tm phenom-

f\. ( it’“&wd

srincipies of

ing applic
ena related to reading was the

and Rumelhart {1981) model. The main pur-
pose of this model was to examine the role
of interactive processing in perception; they
happened to use letter .md word processing
as a domain in which to explore this idea.
The model demonstrated how interactiv-
ity between levels of information (words,
letters, features) allowed the system to
converge on the identity of a stumulus. In
doing so, the model simulated some coun-
terintuitive behavioral phenomena. Letters
are easier to identify in the context of words
and pseudowords than in isolation (the
word superiority effect; Reicher, 196¢). Why
would the simpler stimulus (2 single letter)
be harder to identify than when it occurres
as part of a more complicated stimulus (a
word or pseudoword)? The interactions
between top-down and bottom-up flow of
activation in the McClelland and Rumelhart
model provided the answer.

McClelland and Rumelhart (3981) did not
present a general model of reading. There
was no phonology or semantics, even though
these codes are crucial to reading. The model
was limited in other respects: the levels of
representation, the nature ol the connec-
tions between and within levels, the val-
ues of iﬁhe paramelers governing the wwwmi
of QLCﬁVEz!TIlE)JxM and other
model were

properties ol the
d. Although suth-

hand-wire
cient for the purpose of exploring the con-
cept of interactivity, these limitations raised
guestions that fater
attermpted 1o a ddress.
The McClelland and |
provided a vivid demonstration of
framework.’

models of word reading

mﬂwih'ni madel
the value

of the simulation modeling | he
ideas were worked out in sulficient detail
to be i;‘x“s:];nhim:‘wm(:%c;ﬂ‘ as o computer program,
I'he program simulated detailed aspects of
an empirical literature {on word superiority
effects) and generated testable predictions.
It instantiated general concepts (e.g., inter
active activation) th at were relevant to read-
ing but not specifically tailored or limited
to the wirget phenomena. The 198 article
is now among the most highly cited in the
history of Psychological Review. The presen-
tation of a working model was surely a large
part of their appeal; most readers muhsﬂﬂy
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have not been that interested in word and
letter processing. Moreover, Adams (1974)
had also recognized the key ides that the
word superiority effect might result from
feedback from word to letter lev and
idea to behavioral data, but she
mputational model.
Given ] availability of simulation
modeling  techniques, and the apparent

applied ih

lacked a 1y
i1

limitations of
maodeling, it was not long before researchers
began implementing computational models
that addressed the phenomena concern-
ing normal and impaired word and non-
word naming that had been the focus of so
much research within the functional archi-

tecture approach. Research ’EM?(‘}wm;ﬁ the
McClelland and Rumelhart model branched

in three directions. One was the implemen-
tation of cannectionist models based on the
parallel  distributed processing  approach
developed by Rumelhart, Hinton, and
McClelland (1986). Another was Coltheart
and colleagues” Dual Route Cascade imple-
mentation of the dual-route model, which
muwpnmtr“{ﬂ a McClelland and Rumelhart-
style interactive activation model as the
lexical route. Finally, some researchers con-
use variants of MeClelland and
Rumelhart's model to study issues such as
the processing of orthographic information
and particularly the role of orthographic
neighborhoods in performing lexical deci-

tinued to

sions (e, Grainger and Jacobs, 19094). As

noted earlier, |1 \\ﬁl focus on the first two
lines of research; for a review of the third,

see Grainger nmﬂ Jacabs {1593).

2 The PDP models

s, McClelland and 1 outlined
the general theoretical framework illustrated
in Figure g The framework assumed that
worids satterns of activa-
tion over units representing spelling, sound,

I o 1980 artich

are rep resentod hy 1

and meaning, Context units were included
i recopnition of the fact that words tv
ically occur tn contexts that affect their
meanings {e.g., the rose versus he rose). The

e

implemente ® mmlvﬁ computed phonological

the more informal style of

N\\
Phonology |
'\_M—_"—/‘
Figure .. General framework for lexical
processing introduced by Seidenberg and
McClelland (1989). Reprinted with permission.

codes from spellings plus a recreation of the
input ort mﬂfdph;c pattern. Although the
article and implemented model focused on
word reading, the framework was intended
to represent core processes involved in
many uses of words. Reading is the process
of computing a meaning (or pronunciation)
from print. Spelling is computing from sound
or meaning to print. Listening: rnhmmﬁﬂgy
te meaning. Production: meaning
nology. Seidenberg and McClel Ew;
focused on issues concerning the computa-
tion of phonology from print. This seemed
like an interesting le Ammg problern insofar

as the correspondences spelling
and sound are sysimmm_, but include many
ptions, which differ from the central
tendencies in differing degrees. 1 coined the
term quasiregular to reter to knowledge
tems with this character, My interest in the
issue arose out of empirical studies of child
and adult reading; McC]
studies of the past tens
also qui

[

J%

b ebween

exce

5% 5

elland’s arose out of
e in English, which is
siregular

Figure g.2 illustrates sever
els that ha

al reading mod-
¢ been implemented utilizing
s taken from the PDP framework.
The hgure brings out the fact that these
madels bear a family resemblance to each
other: They overlap in many respects but
What links the mod-
% to PDP principle
of the models fullv incorporate al
principles, sles

1

=

princip

no two are identical,

els is adherence t 5. None
E mﬂ”

al@.hmﬁigh SOMe  princip
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the idea of a multilayer network emploving
distributed representations with modihable
weights on connections) were employed in
all of them. All the models have been con-

ned with processes involved in reading

words, but they have emphasized dif
ent aspects of this skill: acquisition; skilled
mpairments
following

performance; developmental

a); impairments

brain

zlnj-ury [acquired dyslexia); computation of

pronunciations; computation of meanings;
naming, on, ta &Ew :
bases of individual differences; and others.
The models also differ with respect to many

and other

P models of word res

D :F‘?/wjlmmo by
e

/

Cirthograghy et
\\"‘m
{hd Harin snd Beidenbaorg 2004

ding.

properties o the implementations,
from network architecture
layers, types of connectivity between lay-

ranging
{e.g., number of

ers) to training procedure {e.g., composi-
tion of the training corpus} o dependent

measures (e.g, summed square error, set-

-

tling time).
of models which varied due o dil

Thus there has heen a series

crences
in focus with respect to behavioral phe-
nomena (¢.g.,
tion versus computation of meaning),

Lﬂmm,n,cmmn of pmmmu a-
and

(o computational principles
net-
sdels also difter because ol

with resp
(eg, int

works). The mu

versus Teedborward

potve




% SEMDENBERG

advances in understanding both the nature
of the phenomena (eg, the role of the
orthography-ssemantics—phonology com-
ponent in naming, factors that influence the
divigion of labor between components of a
model} and computational issues (e.g., how
properties of *;(?L“wm]{ representations J fect
performance).

2.1 Basiv concepls

The rationale behind this approach to
memmridmg J”Eddm” and other m}gmtw(,
phenomena has been discussed extensively
elsewhere (e.g, in the 1986 PDP volumes;
in sources such as Plaut, zo0g; Seidenberg,
1689, 1993; Seidenberg, 2005), and so only an
overview is provided here. The goal of our
research hias been to develop a theoretical
understanding of reading and how it is real-
ized in the brain, with computational mod-
els providing the interface between the two.
The idea is that it is not merely a nice thing

to understand the brain bases of reading:
rather, characteristics of reading (and other
H.n-,lnwmr:a‘]l arise from the ways in which
reading is accomplished by the brain, and
thus cannot be fully understood without
ence Lo it

This view is not universally accepted.
The functional architecture style of theoriz-
p assumed that neurobiclogy contributed
very little to understanding the essential

le

nature of the ;3hu;mm‘ﬁ 1. The models of

that ern were not constrained by neurobio-
logical facts (ie., aboist how brains acquire,
represent, and process information}. Even
though studies of brain-injured patients
played a large role in model development,
researchers focused on patterns of behav-
4 ather than their neurobi-
s, {[In fact ﬂ E wve a vivid memory
gist Norman Geschwind scolding
1t an early wSos conference for
port basic information about the
n.u!‘u.m af patient-subjects’ brain injuries.)
tv part this functional stance was prag-
matic, given the amount that was known
about t}

e neurobiology of cognition in the

wros when the dual-route model and other

functional style models were developed.

However, this stance did not merely reflect
lack of knowledge; in some circles there was
also a philosophical commitment to theo-
ries of cognitive functions that abstracted
away from neurobioclogy (e.g., Block and
Fodor, 1972). Antireductionists such s
Fodor (1999} have famously (if recklessly)
declared their disinterest in exactly where
above the neck cognitive functions are real-
ized. This philosophy is largely retained in
the DRC versions of the dual-route model,
which are committed to computational
explicitness but remain oriented to behav-
ioral generalizations minimally constrained
by biology

In contrast, we assume that
capacities such as reading are shaped by
properties of the underlying neural sub-
strate. Thus the methodology employed in
our research involves formulating and eval-
uating computational principles that repre-
sent hypotheses about how neural activity
gives rise to cognition. The question, then, is
not merely what computations are involved
or where they are realized in neural cie
cuitry, but rather how the brain enables
coghitive functions and why the brain
arrived at particular solutions to computa-
tional problems, These principles are cou-
pled wuh domain-specific considerations
(e.g, tacts and conditions specific to a task
such as reading) in developing a theory of
the phenomena. Hypotheses are tested hy
determining whether computational models
that embody the proposed principles are, in
fact, consistent with relevant behavioral and
neurobiological data. Our understanding
of these basic principles is partial and thus
they are subject to revision as knowledge
advances. In fact, there is feedback among all
levels of analysis: behavioral, ¢ omputational,
and neurobiological.

cognitive

Discoveries at one
level serve to constrain hvpotheses at ather
levels, which in turn feedback on generat-
ing and testing hypotheses at other levels
Converging on the correct theory is Hiterally
a constraint ﬁatﬁglﬂu‘ﬂon process (Seide rﬂ"c‘w
and MacDonald, 1999): The correct thearyi

131 it which satisfies constraints arisin g hﬂ:m_,
the biological, computational, and be

toral levels.

yehav-



-+~ The main principles that constitute the
- PDP framework are well-known: Behavior
- arises from the cooperative and compet-
- itive interactions among large networks of
simple, neuron-like processing units; diffe
~oent types of information are represented by
distributed patterns of activity over difter-
“ent groups of units, with similarity indexed
by pattern overlap; knowledge is encoded
15 weights on connections between units;
l.ea.imng is the gradual adjustment of these
weights based on the statistical structure
- among inputs and outputs; such networks
- may include internal, “hidden” representa-
tions that allow complex mappings to be
learned; processing is constraint satisfaction,
that is, the computed output best fits the
onstraints represented by the weights.

Several other important properties iden-
tified in connection with the reading models
should also be noted.

1. The PDP principles on which they are
based are general rather than domain-
specific. Thus the same principles are
thought to apply across perceptual,
cognitive, and motor domains. That
there are such general principles con-
trasts with the view that the brain has
evolved many domain-specitic subsys-
tems (Pinker, 1997). One consequence
of the domain-general view is that the
mechanisms  available  for modeling
are not introduced solely in response
to the data from a particular domain,

(ent

OIS

domains.

but are constrained to be
with other

This means that the mechanisms in the

applications in

models have some inde

specilically, they are

reading
dent mativation;
thought to reflect more general :
about human cognitive functions. This
is particularly relevant to reading, a
technology invented relatively recently

in human history,
ing cognitive and perceptual capacities.
. In the PDP approach, the mod
rather than the goal of the enter-
Jing is a means of explor

A

making use of exist-

{Q are 4

0]
Prise. Mode

L}

ing the validity and implications of
set of hypotheses about how cognitive
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processes are implemented in the brain.
The goal is not the development of an
individual model that can be taken as
the account of some set of phenomena,
based on a comfortable degree of ht to
empirical data, Rather, the models facil-
itate converging on the correct set of
explanatory principles, which are more
general than any individual model, and
on theeries in p 'JLE”E’%H%I&—]‘!“
areas that employ these principles.

substantive

This orientation gives rise to two further
characteristics of the research. One is that
the failures and successes of i;iw models are
both :murf:es of insight (McClelland et al.,
1995). A classic illustration of this point is
the Seidenberg and McClelland model's
poor performance on nonwords, which defi-
mwi\r deviated from people’s. The nonword
generalization problem was soon traced to
the imprecise way that phonological infor-
mation was represented in the model (Plaut
et al., 1wuh). This imprecision had little
impact on the pronunciation of words, but
: ced nonword pronunciation becsuse it
is a harder task which

requires recombin-
ing known elements in novel ways. Models
with improved phonological representations
yielded much better nonword performance
(Harm and ‘5(‘“&(101“’1‘hen"‘;{d gy, Plaut
Thus the oblem “tals
hed” our origing ai model, but not the the ory
it approximated. “fatlure’

led to insights about how representations

ggh). nonword pro

Maorcover, this

determine network behavior, to improved
models, and to advances in understanding
develoy

with 1‘1;‘1(‘};‘1nﬂmwmﬂ o airments (Harm and
in which

smental dyslexia, which is associated

Seidlenberg, n}uc;ult [his pattern,

A

the limitations of one Hmduﬁ ]vm,ﬂ LG L:;w;‘uf‘!?&i,“'f“

insights  and improved  next-generation

madels, is a positive aspect of the modeling
methodology. However, it complicates the
metric by which models are cvaluated. A
model could be a failure insofar as it did not

I

capture some aspect ol hurman bohavior, but

4 success insofar as this limitation ynvw]mi
greater insight about it

A second consequence of the models as
tools orientation is that the praduct of this
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ries of maodels that address

esearch 15 a se
fferent aspects of reading, which mkea”s
together advance the understanding of the
phenornena, This approach to modeling is
I!"I“u@'ﬁ“”%ﬁ&"‘sﬁ to some because there is no sin-
w»s‘s%u_m'a that constitutes the model of
The models seem like a2 mov-
Seidenberg and McoClelland’s
raodel v g but ultimately mited
by its phonological representation; Plaut
et al. {uu6) arﬂ?fv ficed the phonolog
problern but introduced the idea that the
orth—serm -y Smu pathway also contributes
to pronunciation, something Seidenberg and
MeClelland had not considered. Harm and
Seidenberg {1gon) used yet another phono-
senitation and Fociisec

o domain.
B Mgwt

ical

P on devel
opraental phenomens; Harm and Seidenberg
{zo04) implemented both orth—sem and
arth-sphon—ssem parts of the triangle but
focused on dats conce riing activation of
meaning rather than pronunciation and so
torth, Bach model shares something with
atl of the others, namely the computational
principles discussed above, but esch model
ditters as well. Where, then, is the integrative
modlel that puts the picces all together?
The snswer, of course, is that there is none.
Achioving a complete,

fo spic al e RS

it

rative model
is an ilf-conceived goal siven the nature of
the mode fuw -

intey

rly the
nced o limic the scope of a model in order
Lo gain insiphts from it in finite time) and the
goal of the as in the rest
e, is the aHiﬁ‘\f’cﬂémH"M?H?; of a general
theory that absereaces mﬁw from details of

nethodology [particula
cnterprise, which,
ol scicng

thie phenoemens o reveal fundamental Prin-
ciples (Putnam, 1gos).

The models, as wols
For exploring computational and empirical

]'Whk"fl‘it![‘k'\&"ihkd 'x‘h:m\m“ more
theo W, '

. [
capidly than the
i an abstraction away from
indlividual models,

wlrich

~about
re literally systems that
Fto PDP mod-
many reasons, the least of which
hap-
multilaver

300 The PO models are intrinsically
1 HW ]
learn. Learng

loa CRn:

€15 coentra
Lg'\ Em
is because alporithmic procedures
pen Lo

enist for training

netwarks  that employ distribured

TOPMeSONLA L IONS.

(i)

(i)

The models are intended to addres
important questions about hmw DEO) ﬂ@
acquire information and represent it in
ways that support f_.ompi@ﬁc; behaviors.
In reading {as in other areas such as
language acquisition ), we want to know
how children acquire a skill
nature of the mgk the ca wagmm i’-\cy
bring to the task, and the nature of their
experience. Part of the explanation for
why the reading system has the char-
acter that it does rests with facts about
how it is learned.

Because they are cy&t&ms that learn,
the madels provide a unified account
of acquisition and skilled performance,
The same principles govern both; chil-
dren and  adults represent different
points on the developmental contin-
uum represented by states of the model
over raining thme.

w
-

given the

(iti) The models address how knowledge rep-

resentations develop. One consequence
is that we avoid hau*w to stipulate in
advance how words d
{c.g., whether there are codes for words,
syllables, morphemes, etc). Whether
such representations exist is one of the
basic questions and it is not a
by building them into 2 model. The rep-
resentations that the models develop
are contingent on the input and output
representations and general

are represent

ressed

properties
of the architecture such as mmwﬂwv‘ of
units and layers. In fact the input
output representations are themsel
learned, something an ideal netwo
would also address. For the moment
we can illustrate the general idea as in
Figure 9.3. The fact that the madels
learn also obviates the need to wire a

network by hand, as is done in manv

1

localist models The problems associated
with hand-wiring are discussed below in
connection with DRC. T
lem is

fitting

The main prob-
that hand-wiring promotes over
the results of particular

studies.
the bhehaviar of R
ne dehavior of the models
up depending on parameter set-
that have no independent moti-
vation or  theoretical

Moreover,
ends

nterpretation,
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)

wrld o

| Hearing

1], and semantic layers
| can be thought of as

“interlevel representations that result from sensation, perception,

“biology.

Yet these values are highly important
insotar as model performance degrades
when other values are used.

The emphasis on learning is one of the
main characteristics that distinguishes the
PDP and dual-route approaches. Although
Coltheart et al. (igg3) described an algo-
rithm for deriving grapheme-phoneme cor-
respondence rules, this procedure had litle
psychological plausibility and the rules that
resulted were soon criticized for their odd-
ness (Seidenberg et al, 19g4). In later work,
this algorithmic approach was abandoned

and rules were added to DRC as needed
to produce accurate output. The lack of a
learning procedure for the lexical and non-
lexical procedures in DRC is a serious lim-
itation which extends beyond the need t

hand-wire the rules themselves.
models detailed
for applying rules to letter strings, which

incorporate procedures
involve stipulations as to how the database
of rules 1s scarched, the order in which rules
he units over which

are applied, the size of ¢
rules apply, and other conditions. How the
child would learn such scheduling proce-
dures is also unknown. These gaps raise
serious learnability questions: Could a child

dren’s experienc

Srand action, in conjunction with constraints imposed by human

develop a dual-route systemt given chil-
and the capacities and
knowledge they bring to the task of learning

to read? Coltheart and colleagues’ view is

&8

apparently that because they model accounts

P

for many aspects of skilled behavior, there

must be some way for its components to be
acguired. That inlerence is very weak, how-
irst because Coltheart ¢t al. overstate
the range of phenomena the model actually
captures (see later in this chapter), and sec-
ond becaus y Lo imag
model ths

ever, fi

e d

e iU I8 just as eas

N
2

at daoes about as well as DRCaom

but could not be learned. The same issues
do not arise in the PDP approach because
learning is intrinsic to the enterprise.

My description of the PDP approach
to reading presents an ambitious rescarch
agenda; what has actually been accom-
plished is of course limited in many ways,
At this point in the swudy of reading,
I think that having established the utility of
the approach is more important than the

details of any of the models, which are cer-
tain to change. Nonetheless, recognizing the
limitations of the models is important and
essential to further progress. This chapter is
not long enough to tabulate all of these m-
itations and hew they might be addressed
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in future work, Some examples, however:
The goal is 1o uts(ﬂc-wﬂland reading and its
brain hases, but

the modeis have not as yet
incorporated constraints arising from dis-
coveries about the brain circuits that sup-
port reading. Such information (e.g., about
the representation of semantic information
in a distributed brain systemn closely tied
eption, action, and emotion) could
be directly incorporated in future models
via appropriate changes in the architec-
ture. Many aspects of
not been addressed; for example,

reading have simply
we have
not seriously considered the visual front
end — the recognition of letters and letter
SUFINES — OF 5"1{‘3%:1-” context
particu Larly tl
of words shift as a function of the contexts
in which they occur

fects processing,

the ways in which the meanings

he models are simpli-
hed at every turn; consider, for example, the

di

Herences between how the models learn
and how people fearn. The problem is not
that the brain does not learn *n\umﬂmgi to
the backpropagation “backprop-
the founda-
tional principles. More relevant is the |

algorithm;

agation of errar” is not one of

act

at the model 1ot capture the range of
cxperiences that ocour in learning, A child

is ia";su’]in*sf {6 riv

il swloud. Sometimes she

receives direct Teedback about whether g

word has been p!”w(.‘sﬁ";wl,iE".{"c,“m,i L‘ﬁrrmi‘{i}f OF Not,
sometimes she can determine
fep, by u compitted pronunciation
as the input to the comprebension system);
sornetimes she

. . g4
this hersell
ging hor

receives explicit feedback,
ather tmes just o I;

M

remntorcoment sign
k except that

the chidd's own witerance, This

sometinies thore is no feedba

ilw'n‘x-’iah‘iﬁ hfﬁ

variety ol learning cxpericnces could  of

course be mcorporated i a model, and my
own experience has been that model per-
fornmnee is not hort by being more faith-
Ful 1o factors that
Whereas thie
tant aspocts ol I how

povern uman hehavior,

. m:n%vh Caplure SOme impor-
children learn to read,

thev cleacdy do not addeess moany others The

same could be said of abaost every aspect of

TR i : o
our models, BOowould be nice 1o have made
hut reading is g

furthier progress by now,

complod phenomenon wmvolving most of
haman perception and cognition and most

of the brain, and meodeling is hard. Such

is life.

3 The DRC models

The Dual-Route Cascade {DRC) model was

described in a pair of papers by Coltheart
and colleagues (1gg3; z001), and its impli-
cations concerning  reading  acquisition,

ds?ve:]farnmm] and acquired forms of dys-
lexia, and other phenomena have been dis-
Luawd in many additional publications {e.g.,

Coltheart, 2000; Coltheart, 2000; Jackson
and  Coltheart, 2om). The DRC frame-

work includes mechanisms for comput-
ing both meanings and pronunciations; the
implemented models exclusively focus on
pronunciation.

Coltheart et al. (2001) offered exten-
sive discussion of the origins of the DRC
model and its fundamental assumptions.
They linked their models ta nineteenth-
century diagram makers such as Lichtheim
and emphasized continuity between the
informal and computational versions of the
dual-route model. The approach includes a
commitment to a version of the modular
ity hypothesis (Caltheart, wou; Fodor, w8z},
to theorizing pitched at the level of the
functional architecture, and to identifying
the modules of the functional architecture
studying  brain-u
However, the character of the |
model is largely a consequence of two types
ot pretheoretical commitments. One
cerns the goals of the model

primarily through

Rzt tients

iy

ling enterprise,

the other the architecture of the model,
Coltheart et al. {zoot) s

their views of modeling.

explicit about
They emphasize
the data-driven character of their modeling,
endorsing Grainger and Jacobs’ (1998, p. 24
view that “in developing algorithmic models

ol cognitive phenomena, the major source
of constraint is currently provided by human

behavioral data.” They also view models as

sach model improves upon the
previous one by adding to the |
COWeT

cumulative:

phenomena
ed by a previous ve

g Thus, the

2o version of the DRC is said to account
3
£

tor the same facts as the W version but



: 1&" ey quote bmmﬂ'u amd E&Uﬁ bs im(}%] :
,{E»Ehm sciences it is standard Draciace
new model accounts for the crucial effec
accounted for by the previous g u@m@mtiam of
the same or competing models.’
- This gives rise to an approach in which
fdelity to behavioral data is the pr-mu;“mpﬁﬂ
criterion for evaluating models. Models ar
designed to recreate data patterns, and 2
model is valid unless disconfirmed by nm}lv
_ing an incorrect prediction. So, for exam-
ple, in justifying their use of an interactive
activation model as a component of DRC,
the authors note that the McClelland and
Rumelhart IA model had not been refuted
by anv behavioral data; thus there was
~ empirical reason to abandon it. The strengt
of the zom version of DRC, then, is the tact
that it addresses more than twenty different
phenomena. T
re led Coltheart and colleagues to conclude
t “the DRC model is the most succ
f JE mi the existing computational models of
reading” (p. z04).

The second type ‘mf commitment is archi-
tectural. Coltheartetal, (1993, 2001} retain the
central dogma of ilu dual-route approach,
that two mechanisms are required tor words

he breadth of the data cover

b

and nonwords: a nonlexical route consisting

of rules mapping graphemes onto phonemes
and a lexical route involving word-specihic
knowledge, On the nonlexical side, the
mented models spell out details JEN s

impl
what the rules are,
multiletter graphemes, and
in which

expanding the notion of
e s e | j .
rule to include

i

adijudicating the order rules are

applied. They also incorporate assumptions

about the tming of rule application, which
f

lexical and

in generating a pronunciation, On the lex-

.

&

ects the extent to which output from the

nonlexical routes is combined
ical side, thev incorporate a version of the
McClelland and Rumelhart (1951} interac-
tive activation model, though with rather
different parameter settings than in the

original work.
The central dogma reflects a stron

nely held

knowl-

ition about the nature of human
edge and the behaviors it supports, namcly
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ihm they are rule-governed. Lang
a quintessential example
intuition extends to other areas such as rea-
soning and social behavior. People being
complex organisms, the rules that govern
their behavior often have exceptions. Thus
the mind/brain has developed other mecha-
nisms for dealing with such deviations {e.p
Memorts

MIAZE PIO-
- but the san

.
ation). Perhaps these intuitions are
strofig because prior to the development
of connectionist models there were few if
any alternatives. Perhaps it pers

it meets the requirements of
psychological theory: to under
stand and at s very general level seems to
be carrect. Of course it is trivially true that
any ?‘Wd\f U‘f krﬁm-"h:‘dg@ or behavior can be
rerned if there is a sep-
arate mec 3m‘n""'1 to handle cases that vio-
late the rules, The numlwr of phenomena
to be explained (rule-governed cases and
exceptions) exactly matches the number of
explanatory mechanisms {a rule component,
an exception component). Sull, the

ts because
a pood folk
It is easy

HHLH l]'“
tion seems to be a strong one, and certainly
more accessible than the idea ol o multilayer
neural network using distribute

d PP reseDn
tations that encode the statistical, probabi-
listic mappings between spelling and sound.
te could also be correct, wlhich ol course is
the force of Coltheart ot al’s
the many phenornena that DROC simuadates,
Chiven these assumptions, wlhat type of
Seide iaiwrsf

accounting ol

)

computational model results?
and Plaut (zoo6) discuss this issue, Coltheart
ot al. (zo01) term their approach “Old
Cognitivism,” identifying it within a long-
standling  tradition  of  huting
hehavioral data, However, they did not dis-

madels 1o

CLi8s ]um"al! wding Critigucs ol this ALroac h.
The basic problem is that the strategy of
accounting for the most data possible is not
itself sufficiently powerful to converpe on
tory theory. Such models are built

a satistac
out of an ad hoco collection of {formalisms
deion mak-
ers. Plements of the model are m‘“{‘aﬁ“ﬂ;.glifimii
that is the

mpm;&e‘f’a

8
such as rules and bufters and dee

in response to empis BLJE d i{a;
essence of the methodology. This
does not yicld robust theore cticsl generaliza-

tions that explain target phenomena.
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As Sel

dence tor thi

denberg and Plaut argue, the evi-
s conclusion is the fact that the
performance of the 2001 version of DRC is
¢ studies that were

C i(iw}v tied to the speci)
simulated. In most cases the authors chose
a single %;ﬂ;n:]y to demonstrate DRC's cover-
age of a given phenomenon. However, the
model TE‘I’di‘]fs when tested against other studies

ol the same type. For example, many studies
hmf e pm‘t ed that frequency and regularity

nteract in reading aloud (see Seidenberg,
1995 for review). Coltheart et al. simulated

the results of one of these studies, Paap and
MNoel {198g). There are two problems. First,
th snnuiat ion produces a frequency by reg-

ularity interaction, but it is not of the same
form as that observed in chavioral
study. Second, the model fails to reproduce
1 I?'w interaction when tested on the stimuli

wed in other classic studies (e.g., Seidenberg
et ;fmﬂ., 1984, Taraban and Ma,(_.,mliznm:i, Thlsted B
This pattern is repeated for most of the
major phenomena that DRCzo0r simulates.
aich is that the model's
the data is broad hat shallow.
The worst is that Failures to correctly sim-
y studies disconfirm it

the b

The: bhest that can be s
coverage of

vlate offects of man
Seen i this light,
have ticd off a long |

Coltheart el al's claim
fist ol phenomena
secs oan averstatement of able
Praportion,

Fioting modols to a brosd range of d
very chiffieutt TR
provedure and so all of the

conside

ta g%

Cdocy not have o bearning

parameiers of
the model (1able 4, poail) 1o the 200 ani
for lists thi
seven addditicsn gms";’si"z“a~’~-n'°=‘-s tor the lexical
we sel by
searching the g'ﬁ;ﬁﬂ";ﬂ"ﬂ-viii

riveone, which docs not inchade
decision sk mst patnstakingly
1w val-
v Hat will bese bt the broadest mnge of

sh-wiring ) Coltheart ot al,
mnd o oset of parameters that

03 FQE]?;M'L.‘ For

shecdion fien,

were bl

sebatond pdividual studies: how-

moorrect  resiles

w sane ot mh are

Lo wenersh

Hlow could this overfitting

avorded” One thoveht s tha

complex as DRC, with many parameters
that can be independently manipulated,
should fit any pattern of data. However, that
does not turn out to be true. To the contrary,
DRC's performance is closely tied to the par-
ticular parameter values that were chosen.
Changes to the parame
worse behavior, not better.” Another possi-
bility is that the model fails because it does
not operate according to the mmmpi
underlie the corresponding human behavior,
This seems likely but ironic given Coltheart
et al.’s explicit disavowal of principle-based
approaches to modei?nw
The validity of these conclusions is also
supported by developments since the pubii-
cation of the zoo1 version of DRC. Cwithem
and colleagues have presented additional data
and arguments favoring the DRC model, pri-
marily focused on atypical cases of develop-
mental or acquired dyslexia with patterns of
impaired reading that are said ’to contradict
one or another aspect of the PDP theory (e.g
Blazely, Coltheart, and Casey, zo05; Colil mmy
zoob), The interpretation of such "outlier”
cases is highly controversial (see Plaut, 1
and Woaollams et al., 2006 for disc ). Th
more émpo rtant point is that Coltheart and
‘ s’ analyses of these cases are not
implemented model. They wish
that certain patterns of behavioral

i ‘
s tend to produce

T
&5 that

1

&

tie d m their
o argue

Ea-t ‘Ehem‘ Mo

_éz"‘;'i‘g;m,ai:’*a‘n.-sefnt Zﬂ“‘t‘" i:m'*%wa-em' w'_
{and not the
&

e, f

FUIMENTS are not cou pic E to simulations o

the cases in quesiion.

[ don't think this is surprising. According
toy the analysis
ter, the suc

presented earlier in this chap

cesses of the zoot version of DRO
1tly bound to partic z!im g‘mm meter
and other zmg lemer

are so tig)
values

studics. As a result, the most recent argi-

ments on behail of the dual-route approach

\ﬂ[uwmm ol the model s
vthe parameters tend to ¢

Ty TR

“sxt“-stﬁ i’h»w

L
i
Flowewer 1§ > t £

&\‘\\\.kx, LOEIVE O DS 0T k\kdld*ﬂ' [h(
Bilivy that sl ‘iy ln tler By might |
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have the same form as in the precompu-
"M'ﬁ“ | modeling era discussed in the first
“tion of this chapter. It is almost as though
*hL models (and the insights about the need
for such models in order to understand nor-
mal and disordered behavior] had never

ed.

QY

4 Hybrid models

models purport
to incorporate the best aspects of the
dual-route and PDP spproaches. The first,
by Zorzi, Houghton, and Butterworth
(1968}, was an SMS8g-style model of tl
orthography—phonology mapping that incor
porated an ad f

Two prominent hybrid

dittonal set of connections
between the orthographic and phonologi-

cal uniis. Zorzi et al. claimed that the result
was 2 "dual-route connectionist model.” The
connections between the orthographic and
phonological {input and output) units were
said to correspond to the sublexical route,
whero the orthography-hidden-phono-
pathway corresponded to the lexical
e”mts‘te,rl‘]mk the model adhered to the central
dogma, but used connectionist machinery.
As Harm and Seidenberg (zoog) determined,

the Zorzi et al. model did not cre-
viston ol labor such that regulars

hﬂ WEWET,

W }“ =13

ate a2
dled ET\; one pathway and excep-
The direct O-P pathway,
m:“a‘,‘x‘i‘z.g; on its own (e, with the rest of the
maodel turned off or “lesioned”), read regular
as well as a small percent-

tions by the other

words accurately
age of exception words (the latter indicating
that it was not strictly nonlexical). With the
direct O-F pathway disabled, however, the
standard orthography-hidden-phono i DY
nathway ~ the putative lexical route - read
exception words highly inaccurarely. In their
model, reading exception words requires

,
input from xml}] yathways. This is similar to
the account cﬁ exception word \E‘ﬁf‘au'ﬂmg in

and quite different

rarmework

the triangle fes
from Jw aﬁxmi route approach,
Jiegler, and Zorzi {zo07) created

it tyvpe of hybrid. They remain

erry

a arperer

committed to the central dopgma that dis-

tinct fexical and sublexical proce

dures are

5 OF READING L))

necessary; however they abandoned DRC's
commitment to the notion that the sublexi-
{:eﬂ? route consists of grapheme-phoneme

mapping rules. Instead, they employed a
PDP-style model for the nonlexical route.
As in DRC, the lexical route is an interac-
tive activation model. This route is thought
necessary in order 1o account for data about
lexical decisions.

The CDP+ model has plusses and
minuses. On the positive side, me et al.
incorporated an SMSg-style ﬂ route in
recognition of the fact that models nk DRC
cannof generate Consis iumy etfects. They
report positive results for a close simulation
of a study by Fared (2002). This move turther
validates the approach we initiated in 1984,
But in other ways the Perry et al. model fares
less well. The authors emiphasize the impor-
tance of capturing “benchmark” effects that
have the potential to differentiate between
alternative theories. Consistency

f

LS are

one such benchmark, regularity clffects are
another, and so on. Targeting theoretically
important phenomena is a hine idea and one
that the triangle approach instantiated; the
guestion is whether a given model captures
then in a principled way or not. Here the
Perry et al. maodel falls into ihw samie g
as DRCzoot: It simulates individus
{such as one experiment out ui‘ Jarc
article) but fails when tested on other stud-
ics of the same phenomena. It oo overlis
the data, but this matters CIP,
the authors believe, because they have been

studies

v

il's 200m

less for

selective in choosing which studies to sim-
ulate, For example, the Ja
taken as the pold standard for consistency
they simu-

chould

aim to account for prominent henchmark

wred o poeriment s

c‘*f"i’bai‘t.:; and so that s the study
late. | share the view rhat arrmiw?s

g”sﬂ}L:'m,‘mu’;‘n:—'i but '&'“%’;n;—:imf with their relianee
on gold standard experiments. Jared is a line
study, but other experiments that buhh o]
the same effects cannot be dismissed out of
methods in this arca of rescarch
eh that people have tended to
rely on replication with different muterials
vith the

hand. The
are woeak enoy

and subjects, across different labs,
hope of gaining strong converging cvidence

- . ¥
for a ph1“31()[1’}H§{H‘“1. It seems a mistake to
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use a different method in assessing models
of these phenomena, The Perry et al. model
also misses many other effects that many
peaple consider benchmarks, including the
frequency x regularity interaction in studies
by Taraban and McClelland (1987), myself,
and others, and the generation of correct
pronunciations for complex nonwords.

Perry et al.'s other major theoretical claim
is that a localist-style interactive activation
model is necessary in order to account for
lexical decision phenomena. They therefore
nﬂccw“paamimh the mechanism from DRCzoo
unchanged. This account of lexical decision
is high iy engineered and performance is
brittle, degrading with changes to the seven
task-specific parameters. The model cap-
tures a narrow range of LD data and again it
is casy to hind studies on which it fails (e.g.
Ziegler and Perry's 1998 study of omhmw
graphic versus body neighborhood effects).

fawed account of the lexical decision
task does not provide st rong maotivation for
retaining DRC's version of the lexical route.
Having rm:mgmmwd i SMBg-style orth-
phon system, my suggestion would be to
take the next step, which would be to incor
porate the orth-sem-phon pathway (as in
Harm and Hudmbcr g, 2004). Lexical deci-
sfons mi ﬂ t then be b <’l%@f§ on different pat-
terns of activation produced by words and
nonwards over the difterent types of units,
an iden (Seidenber land, 18g)
that has nat hu 11 qu Hy explored.

32 ﬂ}i’l"i'ii‘ el al v
tons for difhie

el vres i gensrating Profnundia-
ult uumwmix h( y supgest that such
'hL'l are mmhh '{h&‘ RLh U"H of their

eRivs (0 pmmmmv (iu 1% Hna an ﬁk!i
events, singe the mn.n;p‘x[ mmplam‘t about
SMBEG model wag s poor perform
nonwords, By Besner

el alls fggo) oriteris, Pe

et al’s model s m the same boat we were in by,
This was the approach to lexical decision we pro-

posed o SMSo. In st E'ki‘inpi L5 the model made

TS OIrOrS ﬁ"h;m peaple dich but, importantdy, it

mmaim:d O SCRLIRALS, Peg up?v Lﬁn umf;usi&m}.l;\f

o or not.
by conng
over orthographi
resentations pr
remates 3o

5 8w

e madie LI
semantic rop-
SUS NG Hi
I under explored approach

o understanding the task,

%mn of

BERG

5 Conclusions

The competition between the dual-route
model and the alternative PDP approach
has been highly productive in many ways.
It stimulated a large amount of excellent
empirical research on many aspects of word
and nonword reading. [t led to more E‘Kp”iz:im;
mechanistic accounts of behavior. The mod-
els have grown in sophistication and scope.
However, as time has pmweas«sdﬂ the differ
ences between the approaches have become
clearer. The PDP models address a narrower
range of phenomena, but aspire to consid-
erable depth insofar as the explanations for
the phenomena [e.g., consistency effects, the
relationship between frequency and consis-
tency, nonword pronunciation, division of
labor between components of a model) are
meant to derive from the principles that
govern the approach rather than details of
how particular models are implemented.
In fact the models that we have published
could have achieved betrer fits to particular
data sets by manipulating factors such as the
composition of the training set or parame-
ters of the learning algorithm. One of the
main points of this chapter is that such
manipulations are self-defeating unless they
are motivated by independently known facts
{e.g., about people’s experience or how they
learn). One can win the best hits battle and
lose the correct theory war.

The DRC models’ success and failures
arise from their creators’ data flleﬂ orien-
tation, In advocating this approach, I think
that Coltheart and colleagues have misread
the history of cognitive scie

we and cogni-
tive modeling. Research has not progressed
in the cumulative, nested manner described
by Grainger and Jacobs {1993} and endorsed
by Coltheart et al. {zo01)}. Researchers who
have utilized computational models have
tended to develop a series of models that
share common principles but differ in detail
and address overlapping but nonidentical
phenomena {e.g., Roger Ratclitf's diffusion
models: John r‘m'ﬂ‘“mow ACT models).
The same could he said of DRC. The 1993
version of DRC did not start by replicat-
ing the results g‘@p@;’t@é by McClelland and
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Rumelhart and then extending the model
to other phenomena. The two implemented
versions of DRC share many properties but
also differ in detail; the phenomena they
address only partially overlap. In this respect
the situation is not very different from the
PP models. I doubt if any science proceeds
in a strictly cumulative manner, but that is
a matter for philosophers and historians of
science to decide.

What about the PDP models? I think
we have made considerable progress with
respect to those reading phenomena that
have been addressed, which include ones
that are highly rmrcm]m@ about the basic
character of the system (e.g., consistency
effects). As noted, however, many aspects of
reading remain to be addressed within this
framework. The approach has limitations,
but of a different character than those of
DRC. The main problem seems to be that
many re arc}m_rx think that, despite the
talk éﬂt‘mm principles, the models do little to
clarify the bases of complex behavior. These
concerns were voiced by McCloskey (1991],
who noted that in connectionist maodels,
the explanations for behavior tended to be
buried in a mass of units and connections.
I think McCloskey was wrong [Seidenberg,
1643}, but perhaps this is a minority opin-
ion. Clearly the methodology that underlies
DRC can also be applied in developing PDP
models, with similar results: creating models
to ht the results of particular studies, result-
ing in brittle models whose performance is
highly dependent on unmotivated imple-
mentational details. Nor have PDP modelers
been exernpt from premature declarations
of victory. PDP modeling is an approach
that can be used in different ways by differ-
ent people; some applications will be more
helpful than others. [ think the more impor-
tant point, however, is that the PDP model-

parently not done an adequate
aining the philosophy and the
of the enterprise, the

ers have app
iob ol exp
approach,

the goals

general p Humic s that underlie the models
and the reasons why models behave the wz‘iy

they do. My own feeling is that these issues
have already been addressed in the litera-

sore bt perhaps not successfullv,

MODELS

- OF READING 20%

The history of computaticnal models
of reading suggest several conclusions that
could prohtably inform future research: that
models are a tool but theories are the goal;
that a principled approach is more likely to
yield progress than data htting; ihat pro-
gress has to be assessed in terms of a longer
term trajectory toward a goal, rather than
comparisons ol specific maodels that only
represent points on that trajectory. | hope
that researchers continue to recognize the
enormous opportunities for making further
progress in understanding reading, compu-
tation, and the brain.
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